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Abstract: Strategies for material flow in logistic networks have a crucial effect on the whole operations. Generally, two
types of material flow have been introduced; material push and material pull. Flow of material could be totally push,
totally pull, or a combination of both strategies. For hybrid push-pull and totally material pull some specific
optimization factors can be considered for higher overall performance. A logistic network scenario, with a push-pull
system, is set up to show this impression. Numbers of pallets circulating within the system and the carried lot-sizes are
considered to get optimized, considering other dynamic variables. This facilitates a smooth flow between the push and
pull sides. Conwip system pulls materials regarding current demands. For dealing with existing complexities, genetic
algorithm, as a heuristic search method for solving complex problems, is employed. The better performance is
experimented by setting up a discrete- event simulation model and doing several tests.

1. INTRODUCTION

Nowadays, after shifting from simple companies towards supply chains and correlated supply networks, they require
more complex logistics processes (Schonsleben, 2000). Under the pressure of global competition, changing business
environment, mass customized products, and transient demands, not only the individual plants, but rather logistics
networks have acquired decisive rolls for excellence. In fact, planning and control of material flows within single
factories as well as supply networks is one of the most complex tasks of current logistics. The complexities
accompanied with collaborative logistics networks are the consequence of the paradox in integrating members, while
they have their own requirements and performances (Holmstrom and Framling, et al., 2002). Consistently, material
flows inside shop-floors beside integration and coordination of flows between logistics’ members have engaged the
most planning and controlling potentials in industries.

Today, concerning the changing business environment, more flexible systems are required to respond to
customers’ demands, more quickly (Suri, 1998). To be responsive to customers is an inevitable factor for sustaining in
such markets (You, and Grossmann, 2008). Consequently, more agile systems are configured to cover the needs of
businesses, like flexible manufacturing systems, hybrid systems, distributed and autonomous control systems (Scholz-
Reiter, and Freitag, 2007), (Zolfaghari and Roa, 2006), (Yalcin and Namballa, 2005). These all are particularly
necessary for moving toward mass customization strategy, despite initial successes of mass production. Specially, mass
customization is the facing or prospective situation of many businesses. Although, the mass production system follows
push material concept by more production higher benefit, for some other approaches pull of material is more consistent
(Ozawa, 2006). Generally saying, undergoing one of the both push or pull strategy has a direct effect on the
performances of overall logistics processes.

However, to some extent, businesses are confronted with continuous changing conditions, called dynamics, which
are supposed to be handled by more intelligent strategies. For instance, mass customized products enforce supply
networks to follow the make-to-order (MTO) or engineer-to-order (ETO) production/logistics strategies to comply with
individual demands. These recent production strategies burden more pressure on networks to operate based on real
demand and at the right time. The real time operation reflects an agile pull principle strategy. Nevertheless, push
strategy e.g., MRP, results better when high variety exists and demand fluctuates, but still is predictable (Rocky and
Sridharan, 1995). In contrary, pull strategy e.g., Kanban, complies better with rather stable demand and low variety in
products (Scholz-Reiter, Mehrsai and Gorges, 2009). In addition, different material flow strategies have their own
benefits and drawbacks. For example, shifting from totally push system to Kanban system, with fully pull concept, may
have some shortcomings in facing uncertainties. Therefore, a clever solution for dealing with such conditions is to
employ advantages of several material flow control strategies (Scholz-Reiter and Mehrsai, 2009a). For this purpose,
some mutual systems have been suggested, e.g., Conwip, Polca, G-Polca, and in a broader scale Leagility, to overcome
those problems (Spearman and Woodruff, 1990), (Fernandes and do Carmo-Silva, 2006). These systems compensate
the potential weaknesses of sole strategies and hinder them from getting failed or overproduction. Furthermore,
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employing this idea supports the needs in terms of responsiveness, quickness, flexibility, reliable delivery, agility as
well as leanness in logistics (Scholz-Reiter and Mehrsai, 2009a).

In general, most of the above stated systems have been emphasized on production and shop-floor logistics while
they could be effectively applied by supply chains and logistics networks. For instance, within a logistics network with
application of push material up to a specific point, called decoupling point (Sun et al., 2008), material flow could follow
push planning and control systems, like MRP. Whereas downstream of the network can have a pull or hybrid push-pull
system. This is specifically useful for benefiting from both control concepts. Nevertheless, coordination of downstream
pull system with the upstream push one is a challenging issue.

This paper deals with the importance of optimized number of conveying means (pallet) and their lot-size in the

pull environment. The conveying means represent items for controlling Conwip (constant work in process) system.
Here, a discrete-event simulation scenario of a hybrid logistics network is developed to emphasize the roll of
coordinated hybrid push-pull network, facing dynamics in its own processes. Considered dynamics are stochastic
demands, fluctuating supply, and uncertain processing time of operations that resemble real-world problems. This
hybrid concept contributes to improving logistics performance measures, e.g., throughput time (TPT), throughput (TP),
responsiveness, utilization, and work in process (WIP), (Gunasekaran, Patel and McGaughey, 2004). However, several
stochastic variables affect materials control in shop-floors (Petroni and Rizzi, 2002) and, to some extent, throughout
logistics networks. Hence, the optimization problem has a complex and non-linear behavior. For this purpose, genetic
algorithm (GA) as a stochastic optimization method is chosen for solving this problem (Wang and He, 2009).
Additionally, by exploiting advantages of fuzzy set theory, the improvement in recognizing uncertain processes is
illustrated.
The main goal of this study is to show the privileges of improving logistics by approximating optimum values of just
few key factors. The target is to show suitability of the network’s material flow control strategy, GA optimization
process, and superiority of fuzzy sets application in better distinguishing uncertain process times. The GA and Fuzzy
methods are applied for realizing this goal. The rest of the paper is organized as follows: next section proceeds with
briefly explaining the types of material flow control systems. Section 3 refers to genetic algorithm and its approach in
solving stochastic optimization problems. Section 4 shortly introduces fuzzy set theory application in production and
logistics. The logistics network scenario is given in section 5, and the problem statement is displayed in section 6.
Experimental results are depicted on section 7. The summary and further suggestion is written in section 8.

2. MATERIAL FLOW CONTROL SYSTEM

Generally, material flow control systems can be classified as push and pull mechanisms (Fernandes and do Carmo-
Silva, 2006). These two principles trigger a spectrum of strategies to produce and flow materials between two locations,
may be two workstations or, to some extent, two members of a supply network.

2.1 Material push control

Initially, material flow systems used to control flows by push principle. It means, pushing material to next processing
steps as soon as its process is finished at the current step. In this case, if the line or workstations are not balanced
together, WIP are collected everywhere and overproduction is the consequence of this system. However, this control
system is more suitable for mass production and make-to-stock (MTS) strategies with balanced lines. Nevertheless, line
balancing is a challenging issue by itself when the system is instable. Material requirement planning (MRP) is a well-
known method categorized into push control system. However, some authors partially classified drum-buffer-rope
(DBR), starvation avoidance (SA), G-Polca, and even Conwip, as push control systems (Fernandes and do Carmo-Silva,
20006), (Pahl, Voss, and Woodruff, 2005), (Germs and Riezebos, 2009).

2.2 Material pull control

Material pull control has been originated by Toyota production system (TPS) as Kanban (Chan, 2001). This concept
made a breakthrough in Toyota and later other imitating industries for a long time. Nevertheless, this control principle
encounters some difficulties when demand is oscillating and uncertainty is inherently by processes. Polca (Suri and
Krishnamurthy 2003) and partly Synchro-MRP (Geraghty and Heavey, 2004) are categorized in pull control system as
well. However the tow mechanisms exploit some aspects of push. Therefore, some hybrid control systems have been
considered to resolve the dilemma accompanied with pure pull systems. Among them, Conwip, and Generic-Polca
could be mentioned.
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2.3 Hybrid push-pull control

Although MRP is a central control system, which pushes materials to downstream of consumption point, but, in
contrary, pull principles are categorized in distributed control systems. Pull systems work based on WIP limitation and
current demand of the local working area. Concurrent application of the both push-pull systems gives a twofold view to
a seamless controlling of material flows and streamlines the flows. Firstly, employment of push (by central control)
defines the release dates of processing in global context. Meanwhile, pull control operates based on local situations of
WIP. By doing so, global and local factors interact with each other. This approach enhances coordination of the entire
logistics system facing dynamics.

However, simultaneously employment of push and pull systems is not necessarily required. Inspired by shop-
floors control, some suggested control strategies for logistics networks can be sorted as follows:

e Dividing the entire network into two parts as push and pull, which is broadly discussed as Leagile supply
chains (Mason-Jones, Naylor and Towill, 2000).

e  Employment of both push and pull control systems simultaneously within each member of the network or
throughout the whole network, like: Conwip and G-Polca (this type needs high flexibility entirely which is
subject to have distributed and intelligent control system).

e Inspired by Polca, dividing the network into paired-cells and applying the material release date by push system
as well as WIP limitation by pull cards.

In these listed options, dispatching rules and workload balancing are still challenging. However, in this paper just
the first proposed option is analyzed. Downstream with pull material flow is optimized to coordinate the collision point
of push-pull flows. Dispatching rule and balancing workloads are chosen to be done based on an autonomous control
system, which is briefly explained in section 5. It follows the bottleneck control rule, but based on autonomous objects’
decisions and less queue length (Scholz-Reiter, Gorges and Philipp, 2009).

3. GENETIC ALGORITHM

In general, a number of optimization methodologies have been introduced to solve non-linear and NP-hard problems.
GA, as a competent evolutionary technique, is a stochastic optimization method based on heuristic procedures (Kubota
and Fukuda, 1999). It has been shown that GA is able to find approximately optimum solutions within a fairly quick
time. Optimization process of GA starts by randomly generating a population of solutions (individuals), which are in the
format of genotype. The specification of a solution can be stored in one or more chromosomes. A chromosome is made
of an ordered sequence of single genes. In each gene a single parameter of a coded solution (genotype) is carried. A
genotype carries the coded solution, which by decoding that to the original solution is called phenotype. The position of
a gene in a chromosome is named locus (Schonberger, 2005). Mostly, to codify the solution of a problem, binary-based
encoding procedure is selected. Nonetheless, encoding is not limited to binary values, e.g., here, integer values are used.

However, the initial population, which is randomly generated, is subject to get improved to achieve optimum
solution. In general, GA has two strong driving engines to produce new solutions without having any knowledge in
prior. Selection and adaption operations are done by application of crossover and mutation functions of GA. For
crossover function two individuals from a population are considered to get merged and produce either one child
(offspring) or two children. There are one-point or multi-point crossover procedures. Moreover, individuals’ selection
and crossover point on each individual are the factors that influence the quality of the optimum solution and the spent
search time. Similarly, mutation is also a function of optimization procedure which avoids local traps. For example,
exchanging two genes in an individual or shifting some genes from one locus to other one are two ways of this
procedure. Inversion of an individual’s genes could be assumed as mutation. The general used framework of GA for
this study is as follows:

Begin

t=0;

initialize new population P(t);

evaluate the fitness value of current solutions (individuals)

while (generation number <7) do

begin
t=t+l1;
select individuals for P(t) with higher probability from P(t-1);
alter (crossover and mutate) individuals in P(t);
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evaluate P(t);
end;
end;

Furthermore, optimizing elements are based on fitness function values, evolution of individuals, and selection
method. Fitness function is an objective function to assess individuals and assign a fitness value to each. According to
those fitness values, probabilities of each individual to get selected for the next generation are defined. The best
individuals breed the next generation and eliminate the weak performing solutions. In fact, after generating enough new
individuals each fitness value of them will be measured. Afterwards, depending on type of selection operator, their
selection probabilities, proportional to each other, will be calculated. Weak individuals will be substituted by those with
better performing in solving the problem, as parents for next generation. Then, the new population of solutions will be
produced by means of reproduction operator. Genetic operators as selection methods can have different mechanisms for
selecting parents of the next generation, e.g., roulette-wheel selection, stochastic remainder selection, stochastic
universal sampling, and tournament selection (Cantu-Paz, 2001). For this paper, roulette-wheel selection is used to
evaluate the solutions (1). This method has homogeneity in defining probabilities. The roulette-wheel function measures
a probability of selection for each individual by getting the mean value of fitness (f) of an individual in proportion to all
observations of the fitness values. Equation (1) defines the probability function. Here, N is the number of individuals in
current population. Easily, the higher the probability value the more chances have the individuals to be selected.

Pl (M

Zj=lfj

Although GA has had several achievements in solving complex problems, but its ordinary algorithm does not
always lead to an optimum solution, in limited time. Missing and premature convergence and infeasible solutions
(individuals) are the threats of the general form of GA. Therefore, some local adaptations and modifications could be
integrated to the procedure of producing individuals in order to evade inefficiency and improve the optimum problem
search. In this case GA is recognized as Memetic algorithm (MA), (Ong and Keane, 2004). In an optimum seeking
search MA tries to evaluate different methods of selection, crossover and mutation, in order to achieve the best solution
in a confined time horizon.

4. FUZZY SET

Fuzzy set theory is a powerful tool for characterizing uncertainty and stochastic nature of practical operations in
logistics. Practitioners are aware that any human-centered problems or processes e.g., processing times, and due dates,
are uncertain (Sakawa and Kubota, 2000), orders comes stochastically, and available information are imprecise. Fuzzy
set theory by using fuzzy numbers, their membership functions, and defining fuzzy rules, distinguishes and
compromises existing uncertainty as well as imprecision accompanied by processes. It suits to vague or ill-defined
problems as well. Specifically, here, uncertain processing times e.g., normal or exponential distribution, in shop-floors
or outbound logistics operations causes imprecise decisions over material flow scheduling and control. This problem
can be solved by taking into account the fuzzy nature of them and arranging fuzzy rules for better resulting decisions.
IF-Then fuzzy rules reflect the policy of the decision maker in terms of the problems’ objectives (Petrovic, et al., 2008).

Several shapes can be used for defining membership functions of fuzzy sets that among them are triangular,
trapezoidal, Gaussian, and s-curve (Fayad and Petrovic, 2005). Triangular fuzzy membership function, because of its
simple arithmetic operations, is usually considered for modeling uncertain processing times. This membership function
is represented by a triplet (y', y*, y°). While y' is the lower bound and y* is the upper bound of the fuzzy number ()
with membership degree of zero (uy =0), y?is the modal point (middle range) with membership degree of one (ny =1).
This type of fuzzy membership is also chosen to be used for the current problem, which is explained later.

5. LOGISTICS NETWORK SCENARIO

A simulation scenario of a logistics network is developed to present the performance improvement in push-pull material
flow system, applying GA. Here, it is shown that GA has the ability to coordinate the collision point of push-pull
material flows, just by optimizing the pull side material flow. This task is done by using discrete-event simulation
approach and offline optimization GA.

Although, optimization by GA has the capability to get done in real-time operations, but this is not the case in this
paper. In practice, this can be carried out by application of autonomous learning pallets within a pull principle system.
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In pull systems, pallets (or any means of transportations) circulate permanently within logistics systems. Hence, they
can be used as pull signals (Scholz-Reiter and Mehrsai, 2009b). Pallets have the chance to evaluate the system
concurrently and decide what to do for optimizing next steps. Since GA is a global search technique (Ong and Keane,
2004) the optimization process is considered to be offline so that using entire information of the scenario.

The considered simulated network is constructed by three steps of processing plants. In step 1, two plants (P, P»)
are considered to produce three types of raw material in each plant. Each type of raw material has to get assembled with
its counterpart from other plant, in the next step. The step 2 has two assembly plants (P,;, Py;) which have the same
processing capability. Therefore, the plants in step 1 are fully connected to the plants in step 2 and products will be
allocated to them based on queue length and bottleneck control concept. The plants in step 2 will transfer their
assembled products (which are now just three types) to the final plant called OEM. From sources up to the entrance of
OEM products are push and just inside OEM pull principle is used. Figure 1 shows the view of the network. For each of
the three types of products, based on the exponential distribution time intervals, one order is triggered to the OEM.
Hence, the demand is uncertain based on time intervals between each order for each product. Equation (2) represents
the used negative exponential distribution.

f(x):%.ex;{_%j ")

Here, the mean value (B=1/p) is assumed a bit bigger than the mean supply rate (i.e., B = 2:40 min) to collect WIP
in entrance inventory. The variance value of (2) is equal to .

-

Source 1
p'.I

Source 2
Py

Figure 1. Exemplary push-pull network, with lasting each round trip 4 hours for transporters

It is noticeable that inside each plant, except the assembly ones in step 2, a 3x3 matrix of workstations is devised.
The matrix configures three similar production lines in parallel, which are fully coupled to each other after each
workstation. The purpose of this fully coupled system is to simulate a high flexible logistics system with capability of
applying autonomous logistics objects. Actually, autonomous objects by collecting local information about successive
queues (buffers in front of each station) and using bottleneck control rule, decide which route has the least waiting time.
This control system has been discussed in previous papers (Scholz-Reiter and Freitag, 2007), (Scholz-Reiter, Mehrsai
and Gorges, 2009), (Scholz-Reiter and Mehrsai, 2009a), (Scholz-Reiter, Gérges and Philipp, 2009). Table 1 shows the
processing times of each workstation inside each plant. For OEM the processing times are considered stochastic with
normal distribution. Standard deviation for the distribution equals to (¢ = u/10). The mean of processing times is equal
to the mean intervals of emerging products. The simulation runs for 80 days each 24 hours.

Table 1. Processing times for each product on each line

PROCESSING TIMES [H:MIN] FOR EACH PLANT

PLANT P Ppy | PasPn | Ps (OEM)
LINE
DETERMINISTIC VALUE MEAN VALUE (n)
ProODUCT 1 2 31 2 3

TYPE 1 2:00 | 3:00 | 2:30 0:50 2:00 | 2:40 | 2:20
TYPE 2 2:30 | 2:00 | 3:00 0:50 2:20 | 2:00 | 2:40
TYPE 3 3:00 | 2:30 | 2:00 0:50 2:40 | 2:20 | 2:00
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The used flow strategy is as follows: in step 1, materials are discharged to the network based on release dates
according to normal distribution. The normal distribution is arbitrarily assumed for time intervals between each release
with p=50 min and 6=5 min. Then the three product types are randomly released to the system. Shop-floors control at
upstream with push material are assumed to get balanced by autonomous products. This autonomy avoids congestions
in shifting bottlenecks as the consequence of uncertainty in release dates. In contrast, at downstream, demand orders are
enquired in stochastic manner with exponential time intervals. The downstream control of pull material performs with a
Conwip-like system. Availability of circulating pallets at the entrance of OEM is the signal of stated demand. Pallets do
the duty of Conwip cards. They are pushed by autonomous controlled to the downstream of the shop-floor after picking
up their respective products. Eventually, uncertainties in replenishment push and order pull result in a chaotic
performance in the collision (decoupling) point of push-pull that its coordination is supposed to get optimized.

6. PROBLEM STATEMENT
6.1 General Problem

For explaining the optimization problem, on the one side, flexibility issues beside rate of material push are considered.
On the other side, upcoming orders in pull section should be seen. The supposed flexibilities for the experiments are
autonomous control for pallets in routing as well as flexible lot-sizes and number of cycling pallets. Here, a great
complexity is the arrangement of empty available pallets for upcoming demand on time. Since the flow of pushed
materials and upcoming demands are uncertain and unstable, number of Conwip cards (pallets here), and lot-sizes, are
the optimizing factors for the material flow problem. However, their exact contribution to the objective is
mathematically unknown in advance. This is a strong reason for employing simulation and GA to solve this problem.
Here, the multi-objective problem is to minimize average local through put time (ATPT), Average global TPT
(AGTPT), and the OEM entrance’s inventory (WIP), as well as to maximize total deliveries (TD) to final customer. The
used notations are as follows: Product type is denoted by P; p=1...P, P=3.Time is denoted by t; t=0...T, T=80 Days.
ALTPT, denotes average local throughput time (in OEM at T). AGTPT, denotes average global throughput time at T.
Total delivery of product p at time T is denoted by TD,. Maximum OEM inventory is denoted by WIP,. Importance
weights are denoted by o, ; may be chosen arbitrarily by decision maker.

Since the objectives of the problem are min and max as well as two different units (time and number), a suitable
solution for making the objectives homogeneous is to transform them into corresponding satisfaction degrees. A good
application of this solution is recently presented by (Petrovic et al., 2008). All objectives can be simply mapped into a
linear membership function, as satisfaction degree within the range of [0 1], just by defining the upper and lower bound
of the objective by decision maker. Then by using fuzzy rules, minimum operator, or simply using the average
aggregation operator for the satisfaction degrees, one unique satisfaction degree as entire objective, will be achieved.
However, explaining this transformation process is not the goal of this paper. Instead here, all single objective values
are converted into real numbers without any units.

Here, the target is to show the suitability of the network’s material flow control strategy, GA optimization process,
and superiority of fuzzy sets application in better distinguishing uncertain process times. For this purpose by using GA,
it just needs to minimize a fitness function. This fitness function can be easily formulated as (3) that is considered as a
unique unitless function.

ALTPTp AGTPTp
+ + WIPp X 0l

Minz P TDP 3

P Pys

6.2 Solution Characteristic

Application of fuzzy sets is just used in control level inside autonomous pallets. The triangular fuzzy numbers for
approximating the processing time of stations are considered as (1:48, 2:00, 2:12), (2:06, 2:20, 2:34), (2:24, 2:40, 2:56)
for three product types. These values are exerted to recognize uncertain waiting times and upon them choosing the best
route with the least waiting time. In order to compare fuzzy waiting times of parallel stations the pallets have to use
some ranking criteria for comparing the fuzzy waiting values (4), (Sakawa and Kubota, 2000).
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The specific GA for this problem is supposed to optimize the fitness value, which is a minimization function. Fitness
values (called observation) for each individual, of the first generation, are first calculated by (3). Then based on (1) the
selection’s probabilities for each individual are found. Derived from the probability values, randomly, ten individuals
will be chosen for crossover and mutation. The first created generation is configured by 10 individuals. Crossover
function has probability of 0.8 and mutation of 0.1. In the next generations the procedure is the same. GA by using (1)
defines selection probabilities and then takes each couple of individuals to breed two children by means of crossover
and then mutation. From the second generation to the final one, the populations are combined of 20 individuals. In the
second generation, again 10 individuals with higher probabilities are selected to become parents for generating new
children. This repetitive procedure runs up to the termination value which is set as the number of generations (6 here).
All individuals in new generation are evaluated unless they have been seen in the previous generations. Totally, GA
experimented 110 (10+5x20=110) individuals consist of the couple of lot-size and pallets number values, for seeking
the excellence.

7. EXPERIMENTAL RESULTS

In this section, two alternative outcomes of the simulation are displayed by surface graphs. The first graph (Figure 2a)
depicts the GA search for three dimensions as lot-size, number of pallets, and fitness value, when the autonomous
control considers no fuzzy sets. In this case the processing time are assumed to be crisp by using the mean value of
distributions. Obviously, the search procedure is uneven and may be imprecise.
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Figure 2. a) GA search without using fuzzy set theory, b) GA search with using fuzzy set theory

Here, the simulation runtime was 6:42 minutes and the best combination is recognized as 5 pallets and 3 lot-size
with the best fitness value of 422.82 units.

On the other hand, the Figure 2b shows the same outputs when the system considers fuzzy nature of processes and
takes into account the ranking criteria. In this case with fuzzy sets, runtime was 7:34 minutes and the best fitness value
was 415.47 units. The Best combination is found as 5 pallets and 2 lot-size. Obviously, the fitness value is dropt here by
about 7.5 units and the lot-size decreased by one. As it can be seen, the graph in Figure 3 has a homogeneous shape,
whereas the one in Figure 2 has a chaotic shape. This proves that when the system is uncertain using fussy numbers and
operations performs better than crisp values with their conventional calculations. Finally, application of GA gave the
opportunity to decision maker for adapting its system to optimality through a broad range of available searched values.
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8. SUMMARY

To sum up the work, in the first steps some introductions about material flow control strategies were given. The existing
strategies complying with material pull and material push were briefly explained and some examples were mentioned.
The most emphasis of the paper was on the advantages of applying a hybrid control system out of push and pull
concepts. This was inspired by Polca, Conwip, and other comparable systems to control a smooth and robust flow of
materials in an instable system, regarding uncertainty and fluctuating demand. Afterwards, for optimizing push and pull
flows, GA as a global optimization method was concisely described and its procedure to get the optimum solution have
been defined. Following that an abstract application of fuzzy set theory for defining uncertain processes was given. It
was shown, that GA has the capability to coordinate the both side of a stochastic material flow in collision point of
material push and material pull. Finally, in the last section the results of the experiments were depicted and shortly
proved the improvement in the system performance, by optimizing the pull system according to the pushed material
flow. It was displayed by graphs that the operations with fuzzy values perform better. However, the optimization was
not run in real-time of material flow, but by assistance of simulation with several offline experiments. This real-time
optimization is the subject of the following studies. Through applying some learning methodologies e.g., artificial
neural network (ANN), Lamarckian learning for improving GA (Ong and Keane, 2004), employed by own autonomous
objects, pallets may get the capability to learn and improve the performance of the local and global system in real-time.
It can be realized just by collecting real-time experiences. Thereby even these logistic objects can switch between push
and pull performance in real-time based on current situation. This research project is entitled as “learning pallets” by the
authors.

ACKNOWLEDGEMENTS
The current study is supported by the International Graduate School for Dynamics in logistics at Bremen University.
The authors wish to thank the anonymous colleagues for their reviews.

5. REFERENCES

Canti-Paz, E. (2001). Migration Policies, Selection Pressure, and Parallel Evolutionary Algorithms. Journal of
heuristics, 7/4:311-334.

Chan, F. (2001). Effect of Kanban Size on Just-In-Time Manufacturing Systems. Journal of Materials Processing
Tech., 116/2-3:146-160.

Fernandes, N. and do Carmo-Silva, S. (2006). Generic POLCA—A Production and Materials Flow Control Mechanism
for Quick Response Manufacturing. International Journal of Production Economics, 104/1:74-84.

Fayad, C. and Petrovic, S. (2005). A Fuzzy Genetic Algorithm for Real-World Job-Shop Scheduling. M. Ali and F.
Esposito (Eds.), Innovations in Applied Artificial Intelligence, Lecture Notes in Artificial Intelligence 3533.
Springer-Verlag Berlin Heidelberg, Germany, 524-533.

Gunasekaran, A., Patel, C. and McGaughey, R. (2004). A Framework for Supply Chain Performance Measurement.
International Journal of Production Economics, 87/3:333-347.

Germs, R., Riezebos, J. (2009). Workload Balancing Capability of Pull Systems in MTO Production. International
Journal of Production Research, 48: 8, 2345- 2360.

Geraghty, J. and Heavey, C. (2004). A Comparison of Hybrid Push/Pull and CONWIP/Pull Production Inventory
Control Policies. International Journal of Production Economics, 91/1:75-90.

Holmstrom, J, Framling, K., Tuomi, J., Karkkainen, M. and Ala-Risku, T. (2002). Implementing Collaboration Process
Networks. International Journal of Logistics Management, 13/2:39-50.

Kubota, N. and Fukuda, T. (1999). Structured Intelligence for Self-Organizing Manufacturing Systems. Journal of
Intelligent Manufacturing, 10/2:121-133.

Mason-Jones, R., Naylor, B. and Towill, D. (2000). Engineering the Leagile Supply Chain. International Journal of
Agile Management Systems, 2/1:54-61.

Ozawa, T. (2006). Institutions, Industrial Upgrading, and Economic Performance in Japan: the'flying-geese'paradigm
of catch-up growth, Edward Elgar Pub, Northampton.

Ong, Y. and Keane, A. (2004). Meta-Lamarckian Learning in Memetic Algorithms, IEEE Transactions on Evolutionary
Computation, 8/2:99-110.

Petrovic, S., Fayad, C., Petrovic, D., Burke, E. and Kendall, G. (2008). Fuzzy Job Shop Scheduling with Lot-sizing.
Annual Operation Research, 159: 275-292.

Pahl, J., Voss, S. and Woodruff, D. (2005). Production Planning with Load Dependent Lead Times. 40R: A Quarterly
Journal of Operations Research, 3/4:257-302.

Petroni, A. and Rizzi, A., (2002). A fuzzy logic based methodology to rank shop floor dispatching rules. International
Journal of Production Economics, 76/1:99-108.

10



Proceedings of LOGMS 2010

Rocky, W. and Sridharan, V. (1995).Linking Manufacturing Planning and Control to the Manufacturing Environment.
Integrated Manufacturing Systems, 6/4: 36-42.

Schonsleben, P. (2000). With Agility and Adequate Partnership Strategies Towards Effective Logistics Networks.
Computers in Industry, 42/1:33-42.

Suri, R. (1998). Quick response Manufacturing: a Companywide Approach to Reducing Lead Times, Productivity Pr.

Scholz-Reiter, B. and Freitag, M. (2007). Autonomous Processes in Assembly Systems. CIRP Annals-Manufacturing
Technology, 56/2: 712-729.

Scholz-Reiter, B., Mehrsai, A. and Gorges, M. (2009). Handling Dynamics in Logistics - Adoption of Dynamic
Behaviour and Reduction of Dynamic Effects. AIJST-Asian International Journal of Science andTechnology
Production and Manufacturing Engineering (AIJSTPME), 2/3: 99-110.

Scholz-Reiter, B. and Mehrsai, A. (2009a). Integration of Lean-Agile Experiments with Autonomy in Supply Chains.
Proceedings of the 7th International Conference on Manufacturing Research (ICMR09), University of Warwick,
UK, 60-66.

Spearman, M., Woodruff, D. and Hopp, W. (1990). CONWIP: a Pull Alternative to Kanban. International Journal of
Production Research, 28/5:879-894.

Sun, X., Ji, P., Sun, L. and Wang, Y. (2008). Positioning Multiple Decoupling Points in a Supply Network.
International Journal of Production Economics, 113/2:943-956.

Suri, R. and Krishnamurthy, A. (2003). How to Plan and Implement POLCA-A Material Control System for High
Variety or Custom-Engineered Products. Center for Quick Response Manufacturing, Madison: University of
Wisconsin,USA.

Scholz-Reiter, B., Gorges, M. and Philipp, T.(2009). Autonomously Controlled Production Systems—Influence of
Autonomous Control Level on Logistic Performance. CIRP Annals-Manufacturing Technology, 58/1:395-398.

Schonberger, J. (2005). Operational Freight Carrier Planning. H.-O. Giinther and P. v. Beek (Eds.), Advanced
planning and scheduling in process industry. Springer, Heidelbelg, Germany.

Scholz-Reiter, B., Mehrsai, A., (2009b). Superior Performance of Leagile Supply Networks by Application of
Autonomous Control. Proceedings of Conference of Advances in Production Management Systems (APMS2009),
Bordeaux, France.

Sakawa, M. and Kubota, R. (2000). Fuzzy Programming for Multiobjective Job Shop Scheduling with Fuzzy
Processing Time and Fuzzy Duedate Through Genetic Glgorithms. European Journal of Operation Research, 120:
393-407.

Wang, B. and He, S., (2009). Robust Optimization Model and Algorithm for Logistics Center Location and Allocation
under Uncertain Environment. Journal of Transportation Systems Engineering and Information Technology,
9/2:69-74.

You, F. and Grossmann, 1. (2008). Design of Responsive Supply Chains under Demand Uncertainty. Computers and
Chemical Engineering, 32/12: 3090-3111.

Yalcin, A. and Namballa, R. (2005). An Object-Oriented Simulation Framework for Real-Time Control of Automated

Flexible manufacturing systems. Journal of Computers & Industrial Engineering, 48/1:111-127.

Zolfaghari, S. and Roa, E. (2006). Cellular Manufacturing versus a Hybrid System: a Comparative Study. Journal of
Manufacturing Technology Management, 17/7: 942-961.

11



Proceedings of LOGMS 2010

MIP MODEL AND HEURISTICS FOR INVENTORY
ROUTING PROBLEM IN FUEL DELIVERY

Vidovié¢ Milorad' , Popovié DraZen®

Faculty of Transport and Traffic Engineering,
University of Belgrade,
Vojvode Stepe 305,
Belgrade, Serbia
e-mails: 'm.vidovic@sf.bg.ac.rs, > d.popovic@sf.bg.ac.rs

Abstract: This paper presents so lution approaches to multi period time horizon Inventory R outing Problem (IRP) in
fuel delivery, with deterministic consumption at petrol stations. IRP consists of two mutually dependent sub problems,
inventory and routing, in Vendor Management Inventory (VMI) environment where suppliers determine quantities and
time intervals of deliveries. For solving of IRP we developed mathematical formulation of m ix integer programming
(MIP) m odel for purpose of small scale testin g. Resu lts we re com pared with e xact he uristic m odel that was al so
introduced in this paper. Heuristic approach was developed for purpose of solving large scale problems.

Keywords: IRP, Mix Integer Programming, Heuristics, Fuel Delivery

1. INTRODUCTION

Two of the main components of the supply chain, which have the most si gnificant impact to its performances, are
inventories and tran sportation costs. Although th is factis well kno wn, m odeling ap proaches to sup ply ch ain
optimization usually consider inventory control and transportation independently, ignoring its mutual impact. However,
inter-relationship between the inventory allocation and vehicle routing has recently motivated some authors to m odel
these two activ ities si multaneously. Th is practical an d ch allenging logistical p roblem is k nown as th e in tegrated
Inventory R outing Problem Moin and Salhi (2007). In the IRP idea is to simultaneously solve problems of choosing
optimal quantity and time of delivery of goods, as well as the problem of optimal routing of vehicles. The objective is to
find balance between inventory and routing costs in such a way to minimize total costs that are incurred by these two
segments. The IR P assumes application of Vendor management i nventory co ncept where suppliers determine or der
quantity and time of its delivery.

Different types and concepts of IRP can be found in available literature. Webb and Larson (1995) observe two
types of IRP: tactical (TIRP) and strategic (SIRP). TIRP models considers solving routing problems and their impact on
inventory, while SIRP models deals with determination of fleet size (in case when fleet size can not be enlarged in short
time peri od) ¢ onsidering al 1 possible TIRP variants. T his pa per si multaneously observes b oth of t hese IR P t ypes.
Concept one-to-many is commonly applied in IRP model where deliveries are made from one depot to many locations
as it is case with Betrazzi and Spe ranza (1997) a nd Viswanathan and Mathur (1997). Both of these papers have one
depot and many delivery locations where deliveries can b e realised only in defined frequencies (every two, three, five
days, ...). Later paper observes multi-product system. Concept of collecting commodities from many locations to one
depot or manufacturing facility (reverse logistics) is o f newer date and is ex plored by Lee et al. (20 03). They consider
collection of computer parts from different location to one manufacturing facility where stock level per each part cannot
drop to zero (due to expensiveness of stopping the production line) and therefore backordering is not allowed.

Another classification o f IRP model is by size of planning horizon. Single-period models are usually basis for
multi-period models and a re used when it is diffic ult to predict demand in longer period of time at each locati on.
Problem with one-period or short-period models is that they have tendency do transfer as many deliveries as possible to
next planning period. If demands can be determined in longer period of time than we can introduce longer planning
horizon and obtain better solution.

Demands can be deterministic (which is rare in real cases ) and stochastic in which case they can be presented in
model by random distributions. Ribeiro and Lourenzo (2003) considers IRP model in one week planning horizon with
deterministic and with stochastic demands. Regardless to type and characteristics of IRP, optimal solution for real case
study is s o far unreachable because of complexity of s olution space (main reason lays in routing segment). T herefore
many authors propose different heuristic approaches for solving real case IRP models. There are many application areas
of IRP concept, from automotive industry, gas companies, food industry, retail of general commodities, etc. For detail
insight in IRP see review paper from Moin and Salhi (2007).

This paper is focused on multi period time horizon IRP in fuel delivery, with deterministic consumption at petrol
stations. Problem if formulated as m ix integer p rogramming (M IP) m odel. Since r outing p roblem is NP -hard (see
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Bramel and Simchi-Levi, 1997), then IRP is also NP-hard because it i ncludes routing problem as o ne segment of th e
model and therefore it is im possible to be solved in case of large scale problems. This is the reason why we introduce
heuristics. Results of proposed heuristic are compared with solutions obtained by MIP model on the set of test examples
of moderate size, which are used then as benchmarks to estimate performances of heuristics solutions.

The paper is organized as follows. Model formulation is given in Section 2. Section 3 contains description of MIP
formulation. Description of the proposed heuristic is given in Section 4. Computational results are presented in Section
5. Finally, Section 6 contains concluding remarks and direction for further research.

2. PROBLEM FORMULATION

The IRP problem studied in this paper can b e described as multi period deterministic IRP in fuel delivery. Delivery
quantities of J fuel types for given set of | petrol stations must be determined through the entire planning horizon. Fuel
is transported by one vehicle type that has two compartments. Vehicle can tow trailer with two compartments of the
same capacity. Therefore, in one route maximally four compartments (K=4) of the same capacity can be delivered. Only
full compartments are d elivered to stations. Every petrol station i have a constant consumption ¢jjj for each fuel type j,
while intensity of consumption varies for different stations and different types of fuel. Petrol stations are equipped with
underground tanks o f known capacity Qjj (one for each fuel type). Stations can be served only once during the day
(observed interval). It is not allowed that inventory level for any of fuel types fall to zero. Vehicle fleet is of unlimited
size, and therefore all deliveries can be realized. Furthermore, vehicles can not be outsourced and therefore fleet size is
to be d etermined and minimized. Total inventory costs are assumed to be de pendent on the sum of the stock level of
each day in planning horizon, while trans portation costs depend on travel distance and on the fleet size. Since there are
maximally four c ompartments, in one route up to four petrol stations can be visited. That is, four possible routing
strategies, visiting one, two, three or four petrol stations, can be used in fuel delivery.

3. MATHEMATICAL FORMULATION OF IRP

IRP model formulation presented here simultaneously minimizes inventory, routing and fleet size costs. Mathematical
model that defines optimal time intervals and quantities for each delivery during the planning horizon is formulated as
MIP and it comprises Inventory Costs (1C) and Transportation Costs (TC), where later includes Routing Costs (RC) and
Fleet Costs (FC). Overall objective of the proposed model is to minimize total costs (1).

Minimize — IC+RC+FC e
t
ICZZZZ[(SOij't'qu J_{_ZZXIJZK -d ] v (2 )
P ]t =1 K
| |
Rczzzzypqt'rpq+zz z zypqwt pqw+zz z Z zypqwet pawe €)
t p=lg=p t pel gel\{p}wel\{p,q} t pel gel\{p}wel\{p,qlec\{p,qw}
FC=t-[F,-c, +(F-F,)-cn] (4 )
st.
z z-1
s§+22xijtk-dk—2q”sgj Vi vj vz (5 )

+szlﬁk dk quj un Vi VJ Vz (6 )

szljtk k<K Vi ™ o
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Y pqut szk:prjtk Wt Wp Vqel\{p} Ywel\{p.q} (1 0)
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Where:

i,p,q,w,e - petrol stations (i, p, g, w,e € {1,2,...,1})
j - fuel types (j € {1,2,...,3})

t,z - time period or day in the planning horizon T (t,z € {1,2,...,T})

k - number of compartments

SOU— - stock level of fuel type j at station i at the beginning of observed interval

dy - delivery quantities corresponding to the number of compartments

0ij - consumption of the fuel type j at station i

Cinv - inventory carrying costs per day

Qj - capacity of the underground reservoir for the fuel type j at station i

Mg - costs of visiting petrol stations p and g in one route of minimal length

Foqw - costs of visiting petrol stations p, g and W in one route of minimal length
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Foqwe - costs of visiting petrol stations p, g, w and € in one route of minimal length
- required fleet size that consists of available vehicles and dummy vehicles

Fa - available fleet size

F - required number of vehicles per each time interval t (equals number of routes per each day)
Cy - fixed cost of available fleet size per vehicle per day
Cm - fixed cost of available fleet size for dummy vehicles per vehicle per day

1 - if petrol station i is supplied with fuel type j in intervalt with kK compartments
X =
itk 0 - otherwise
|1~ if petrol station p is supplied in direct delivery at interval t
Yo = 0 - otherwise

1 - if petrol station p and petrol station g are supplied in the same route at interval t
Yoar = 0 - otherwise

1 - if petrol stations p,q and w are supplied in the same route at interval t

Ypque = 0 - otherwise

1 - if petrol stations p,q,w ande are supplied in the same route at interval t
Y pqwet =

0 - otherwise

Inventory segment (2) of the objective function (1) tries to minimize total inventory costs of the fuel carried in all
of petrol stations, during the observed planning horizon. Those costs are based on average daily inventory level at petrol
station,. Routing segment (3) of th e objective function (1) tries to minimize total travel distance of all routes that a re
used for delivery during the obse rved planning horizon by sol ving se t of assi gnment pr oblems. Routing costs are
calculated as sum of all travel costs incurred by deliveries in planning horizon. For each possible set of petrol stations
travel costs are calculated for the route of minimal length, determined by enumeration. The third segment of objective
function (1) represents fleet size costs (4) with the idea of minimizing maximal number of routes performed in one day,
through out the planning horizon. Since each route represents one vehicle, when available fleet size can’t provide all
required deliveries dummy vehicles serve as reserve that may assure delivering all planned fuel quantities.

Constraints (5) limit maximal quantity of fuel up to the reservoir cap acity in each of observed intervals, while
constraints (6) define minimal quantity of fuel in reservoirs which can meet demand in observed period. Constraints (7)
prohibit multiple deliveries to the same petrol station during the same day. If constraints (7) are omitted than different
fuels may be delivered to the sam e station, each in qua ntity lesser than four com partments, but in case when t otal
number of compartments for all types of fuels delivered to the same station is greater then four then the station is to be
visited more than once in the same time period.. Constraints (8) to (16) defines that route can be performed only if all of
petrol stations included in the route are to be supplied on that day. Inequalities (17) and (18) define stations that must be
served. Pet rol st ation m ust be se rved i fatleast one c ompartment of at least one fuel type s hould be delivered.
Constraints (19) assure that number of stations served by all routes is equal to number of all stations that need to be
served. Constraints from (20) to (23) allow that each route can have maximum four com partments in each day of the
planning horizon. For example, if one station has delivery of three compartments, than this station can be served either
with direct delivery or together with the station that needs delivery of only one compartment. Constraints (24) limit the
number of routes visiting each of stations to only one. Equations (25) determine the number of routes per each day of
the planning horizon. Constraints (26) and (27) determine required fleet size for delivery of all demanded quantities in
the planning horizon. Constraints (28) define binary nature of variables.

4. HEURISTIC APPROACH

Heuristic proposed in this research tries to determine average delivery quantities per each day in planning horizon while
equalizing vehicles” workload as a surrogate of fleet size, and while minimizing lengths of routes through appropriate
matching of petrol station in single route. Workload equalizing is based on moving planned supplies one day earlier, but
not later than the last day when supply must be realized in order to prohibit falling inventories to zero. Matching petrol
stations satisfying during the interval t, tries to provide total travel distance shorter than in the case when each station is
visited separately.

Steps of proposed heuristic are:

STEP 1: Determining plan of deliveries by solving the model (2), using constraints (5), (6), and (7)

STEP 2: Calculating average daily delivery quantity ¥ in the observed planning horizon, T as

Z:%sz:z;xijtk -dy (29)
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STEP 3: Moving deliveries, one day earlier, one by one compartment, until all d aily d elivery quantities are
equalized. Compartments to be moved are chosen in accordance to the values of four criterions calculated for all
of petrol stations, starting from the last day in the observed interval.

i) Value of the first criterion Vi}t defines possibility of moving delivery of fuel type j to the station i from the
day t, to the day t-1. If Kj; is number of compartments to be delivered to the petrol station i, during the day t,
then transfer is possible only when Kj; >0 A Kji.1<4 in which case Vi}t =1, otherwise Vi}t =0.

ii) Value of second criterion Vijzt is determined in following way. When Kj=1 A 0<K;.;<4 then Vijzt =2 (one
station will be deleted from observed day and its delivery quantity w ill be added t o station that already
exists in delivery plan for the day before). When K;; > 1 A Kj..; <4 then Vijzt =1, while otherwise Vijzt =0.

ii1) Third criterion respects spatial gr ouping of stations which should decrease routing distance. To determine

value of Vij3t for every station i where K;>0, do the following. Find the largest distance l;, to the station p,

so that K,>0, and then find the shortest distance liy, so that Ky ,>0. Then calculate Vij3t =l - Iip .

iv) The fourth criterion Vij‘t respects consumption rate where compartment of fuel ty pe j for ob served station

that has lowest consum ption is more prefe rable for trans fer. This criterion take s reci procally value of
consumption rate, Vift = % .
ij

Based on eligibility (stations are primarily sorted by first criterion, then by second, then by third and finally by
fourth), stations are tran sferred one by one until average delivery quantities are achieved (as long as there are
available quantities). After each transfer eligibility is updated. Table 1 shows example of sorted compartments
for transfer by four criterions of eligibility.

Table 1. Sorted compartments by eligibility for transfer to day before

Compartments Vi}t Vijzt Vij3t Vift
1 12 2
2 12 1
3 12 0.5
41 1 -17 1
51 1 -17 0.5
61 1 -28 1
71 0 -31 2
8* 0 2 -25 2
9* 0 1 -28 1

10* 0 0 -31 0.5

* - thes e com partments ar e no t pos sible for tr ansfer be cause there are already m aximum number of com partment in
delivery plan for observed station in the day before (Vijlt =0)

STEP 4: Matching petrol stations in single routes. Matching of petrol stations is based on values of matching
utilities.

1) Calculate utilities for all possible matchings and all permutations of its visit orders by applying (30) — (33)
representing cases when no matching is considered (30), and when two (31), three (32) and four (33) petrol
stations are matched in the single route (p,g,w,e € 1), Vehicle utilization £={0.25, 0.5, 0.75, 1} is defined as
a percentage of total number of four compartments are loaded in the route defined by the certain matching.

Up=2-Kplgp-2-2-1, (30)
Upg =2 Ko lop +2-Kgr log = (lop +1pg +1gp) (31)
Upgw =2 Ko lop +2- Ko log +2- Koy Lo =& - (lop +1pq + lgw +low) (32)

Upgue =2 Kot lop +2- K log +2 K low +2Ke loe =& gp + g +lgw + e +10e) G 3)

ii) List utilities in decreasing order. Sequence of petrol stations with the largest utility gives the first route. The
list is than updated by elimination of nodes still assigned to the route, and procedure continues until all
routes are defined.

iii) Calculate number of routes R, for each day of planning horizon, and calculate total costs T’ rp
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STEP 5: Solution improvement by transferring deliveries in o rder to reduce maximal number of routes during
the day. Find the day 1 <k <T, where R, = max (R;). Then, find the day z <k, so t hat moving the delivery
1<t<T

Ki—Kj, decreases maximal number of routes Ry. Calculate costs for the new delivery plan T* jgp. If T”’jgp < T’ 1gp,
accept this delivery plan, otherwise reject. Repeat this step until all possible movements are done.

5. COMPUTATIONAL RESULTS

In this chapter we present computational results for MIP formulations and heuristics proposed. Testing the quality of
solutions is carried out on the following numerical example:
e The number of petr ol stations was 1=10, each supplied with J=3 different fuel ty pes during the planning
horizon of T=5 days.
e Vehicles are equipped with tanks that have four compartments each with 8 t capacity.
e Stock levels of fuels Soij at the beginning of observed interval are generated randomly between 1 and 8 t.
e Daily fuels consumptions ;; are generated using discrete distribution, taking values of 0.5 t with probability of
Pos=0.3, 1 t with probability of p;=0.5 and 2 t with probability of p,=0.2.
¢ Reservoirs capacities Qj;; have two possible values 20 t, or 30 t, which is randomly assigned to petrol stations
and fuel types.
e Spatial coordinates of petrol stations are randomly generated between 2 and 97 km while depot is 1 ocated at
(0,0).
e Daily cost of carrying inventory is Ciny=0.82 €/t (equivalent to annual carrying inventory cost that is e qual to
30% of stock value, if 1 lit of fuel has value of 1 €). Fixed cost of fleet size is ¢,=200 € per vehicle per day for
available vehicles and ¢,=10000 € per dummy vehicle per day. Cost of one traveled kilometer is Cyn=1 €/km.
For the purpose of eval uation the quality of proposed IR P model and heuristic approach we al so sol ve models
(34), and (35) separately. Coefficients of 0.0001 are used for the cases when more than one optimal solution existed.

Routing model: Minimize — 0.0001* IC + RC + FC (34)
Inventory model: Minimize — IC +0.0001* (RC + FC) (35)

Set of test exam ples consists of 10 replications where each is generated randomly. Test exam ples were solved

using proposed IRP m odel, Routing m odel, I nventory m odel and heuristic app roach. C omparison results for the se
methods are presented in Table 3. Table 2 presents input parameters for replication 4.

Table 2. Input parameters for replication 4 (qj [t], S% [t], Qjj [t], (X.y) [km])

Stationi | g1 G2 Oz | S S% S% [ Qi Qi Qi | X y
1 1 0.5 0.5 4 5 6 203030 77 82
2 0.5 0.5 1 3 3 2 302030 57 28
3 0.5 0.5 1 5 6 1 303020 81 25
4 2 0.5 0.5 2 6 5 303020 94 39
5 0.5 1 2 5 7 6 303030 71 69
6 0.5 1 0.5 2 5 6 203020 50 79
7 1 2 1 6 2 1 2030 30 10 18
8 1 0.5 1 4 1 6 2030 30 27 26
9 1 0.5 1 5 5 3 203020 43 82
10 2 1 1 3 4 4 303030 221

To test MIP model in reasonable time we have restrained model to triple assignment (maximum three stations can
be served in a single r oute). This means that all Ypqye variables are excluded from model together with utility (33) in
routing step of heuristic.

Because MIP formulation includes dummy vehicles (see (4), (25), (26), and (27)) solutions are obtained through
an iterative procedure where in the first is needed to define available number of vehicles (F,). Through few iterations,
number of dummy vehicles is changed until obtaining solution with minimal number of available vehicles without use
of dummy vehicles which is optimal. This is why there are different fleet size costs in solutions of one problem instance
solved by different models (for example, in the problem instance 10, fleet for IRP and Routing model has one vehicle,
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for Inventory model has t hree and for heuristics ap proach has two vehicles). Solution for the problem instance 4 is
presented in Table 4.

MIP models were implemented through the CPLEX 12 on desktop PC with 2.0 GHz Dual Core processor with 2
GB of RAM memory. All input data needed for model implementation, as well as heuristics are implemented in Python
2.6.

6. CONCLUSION

Results in Table 3 shows t hat IRP m odel gives minimal total costs for all problem instances which is und erstandable
because it considers both inventory and transport costs. Routing model gives 0.0017% higher total cost which is highly
negligible difference. This fact can be explained by higher impact of transport costs on total IRP costs. On the other
hand, if we would consider case of high valuable commodity, proposed IRP model would perform significantly better
than Routing model because the impact of inventory costs would strengthen. Inventory model gives 75.4% higher total
cost than optimal solution of IRP model. This confirms that inventory costs are not primal segment of IRP cost that can
be used for optimization (small improvements of inventory costs led to much higher transportation costs).

Interesting conclusion can be drawn from the com putational time needed for obtaining solution in c ase of M IP
models. Average computational time for IRP model is 40 sec, for Routing model is 107 sec and for Inventory model is
less than 1 sec although th ey use same formulation but with different impact o f inv entory and transport co sts. This
implies sensitivity of MIP models calculation time on weights of these segments in objective function.

Heuristic approach gives 16.5% greater total cost than optimal solution of IRP model and gives better solutions
than the M IP Inventory model (both in total costs and c omputational time, which is less than 1s). Combination of
computational time and quality of solutions obviously suggests use of heuristic on problems of real di mensions (more
than 100 petrol stations with intensive deliveries) where MIP model cannot find optimal solution in reasonable time.

Proposed MIP problem is highly depended on relationship between inventory and routing costs. If one of these
segments has significantly greater impact on total IRP cost than solving IRP can have same results as so lution of only
that segment. In m any cases ro uting c osts have si gnificantly greater i mpact on total IR P costs (Lee et al. (2003)).
Analysis of relationship between routing and inventory costs and its impact on IRP is one direction in further research.
Other directions are related to application of other solution approaches, as well as metaheuristics, but also i n further
problem analysis in order to include additional requirements and limitations which exist in real systems.
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Table 3. Comparison results of three MIP and heuristic model
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& OPTIMAL SOLUTION

= HEURISTIC SOLUTION

(;2 IRP MODEL ROUTING MODEL INVENTORY MODEL

= TRANSPORT | TOTAL | TIME TRANSPORT | TOTAL | TIME TRANSPORT |TOTAL | TIME TRANSPORT | TOTAL | TIME (sec)

S | v, INV. INV. INV. Rl

Route Flleet ©) (sec) Route F116et © (sec) Route F11eet € (sec) Route | Fleet ©) t | t

1 68p 822 2000 3511 34 755 787 2000 3542 94 617 1278 4000 5895 0.34 643 1149 2000 3792 0.05 0.39

2 60D 634 1000 2234 7 627 609 1000 2236 6 568 778 3000 4346 0.31 620 877 1000 2497 0.03 0.34

371p 682 1000 2398 14 716 682 1000 2398 24 631 1193 3000 4824 0.33 656 931 1000 2587 0.03 0.36

4 688 718 2000 3406 9 708 711 2000 3419 14 577 1184 3000 4761 0.34 602 1077 2000 3679 0.05 0.39

5 69p 1096 2000 3795 66 699 1096 2000 3795 177 594 1719 4000 6313 0.31 620 1524 2000 4144 0.06 0.37

6 78 974 2000 3758 169 784 974 2000 3758 651 626 1661 4000 6287 0.33 645 1480 2000 4125 0.08 041

7704 642 1000 2346 53 704 642 1000 2346 65 606 1130 3000 4736 0.31 671 982 1000 2653 0.03 0.34

8 671l 727 1000 2398 29 671 727 1000 2398 25 579 1211 3000 4790 0.33 631 1015 2000 3646 0.06 0.39

9 60|l 713 1000 2314 4 601 713 1000 2314 8 548 1109 2000 3657 0.31 600 1056 1000 2656 0.06 0.37

10 631 1140 1000 2771 10 631 1140 1000 2771 9 592 1537 3000 5129 0.31 604 1321 2000 3925 0.05 0.36
AVG.| 678815 1400 2893 40 689 808 1400 2898 107 594 1280 3200 5074 0.32 629 1141 1600 3370 0.05 0.37

t* - solution time of heuristic

" - total time of solving Inventory model (first step of heuristic) plus solution time of heuristic

Table 4. — Delivery quantities and routes per each day of planning horizon in solution for the problem instance 4 of MIP formulations and heuristic approach

Compartments that needs to be Delivery routes
delivered Y
Lday 2 > & 5 1.d 2.d 3.d 4.d 5. d
. day day day day day . day . day . day . day . day
IRP MODEL 744 40 [7,10], [2,3,4] [1,5,8] [6,9] [7,10] i
ROUTING MODEL 844 30 [7,10], [2,3,4] [1,5,8] [6,9] [10] i
INVENTORY MODEL | 522 55 [3,4,7], [10] [2,8] [5,9] [101, [6.8] [4.6.9]
HEURISTICS 533 44 [3.4], [7.10] [2,5.8] [1,6,9] (8,10] [4,6,9], [7]
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Abstract: In this study, we quantify the bullwhip effect in a seas onal two echelon supply chain with stochastic 1ead
time. Th e bu llwhip effect is th e phenomenon of d emand variability a mplification wh en on e moves away from the
customer to the supplier in a supply chain. So, it is recogn ized that this effect poses very severe problems for a supply
chain. T he ret ailer faces e xternal dem and for a single product from end ¢ ustomers, wh ere the underlying dem and
process is a seasonal autoregressive moving average, SARMA (1,0)X(0,1), demand process. And the retailer employs a
base stock periodic review policy to replenish its inventory from the upstream party every period using the minimum
mean-square error forecasting technique. In order to quantify the bullwhip effect in a seasonal supply chain, we use the
ratio of the variance of retailer’s order quantities experienced by the supplier to the actual variance of demand quantities
from the customers. So, we need to derive the results, such as variance of forecast error for the lead time demand and
variance of order quantity etc. After th e bullwhip effect b ased on th ese resu lts was ob tained, we inv estigate what
parameter has an impact on the bullwhip effect and how large each parameter affects it. Specifically, we s how that the
seasonal phenomenon plays an important role in a seasonal supply chain.

Keywords: Supply chain management, Bullwhip effect, Seasonal autoregressive moving average process, Stochastic
lead time

1. INTRODUCTION

Seasonal supply chain contains a seasonal phenomenon that has a main impact on material and information flows both
in and between facilities, such as vendors, manufacturing and assem bly plants, and distribution centers. The seasonal
phenomenon of demand, which e xists when as eries fluctu ates accordi ng t o som e seasonal fact or, isa com mon
occurrence in many supply chains. T his p henomenon can e specially intensify the bullwhip e ffect occ urring se vere
problems in su pply ch ains and ev entually d ecrease su pply chain profitab ility, th e differen ce b etween t he rev enue
generated from the final customer and the total cost across the supply chain.

It is essen tial that m aximizing su pply chain profitability should keep a supp ly ch ain ev erlastingly competitive
advantage in fierce bu siness environment. As basic approach to ach ieve this objective, each ind ependent entity of a
supply chain should be to maintain stable inventory levels to fulfill customer requests at a minimum cost. However, the
bullwhip effect is recognized as the main one among various barriers internal and external to hinder this objective. The
bullwhip effect is th e phenomenon of the increasing amp lification of variability in orders occurring within a sup ply
chain the more one moves upstream. This amplification effect includes demand distortion described as the phenomenon
where order to the suppliers tends to have larger variance than the sales to the buyer. The occurrence of the bullwhip
effectina supply c hain poses se vere problem s such as lost revenues, inacc urate de mand forecasts, low ca pacity
utilizations, missed pro duction schedules, in effective tran sportations, ex cessive inv entory inv estments, and po or
customer service.

" Corresponding author
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Forrester (1969) proves the evidence of the ex istence on th e bullwhip effect. Sterman (1989) exhibites the same
phenomenon through an experiment known as the bee r game. In a ddition, Lee et al. (1997a, b) discoveres five main
sources that may lead to the bullwhip effect, including demand signal processing, non-zero lead-time, order batching,
rationaning game under shortage, and price fluctuations and promotions. They argue that eliminating its main causes
may significantly reduce the bullwhip effect. In the concrete, the demand process, lead times, inventory policies, supply
shortage and the forecasting techniques employed etc. have a significant influence on the bullwhip effect. Among these,
forecasting techniques, inventory policies and to some extent replenishment lead times are controllable by supply chain
members and hence can suitably be decided upon to mitigate the bullwhip effect. But demand process is uncontrollable
because of e xternal demand occ urring at the ¢ ustomer. Dem and process i ncluding a sea sonal phenomenoni s
uncontrollable, too. So, it is important to understand the impact of the seasonal phenomenon on the bullwhip effect in a
seasonal supply chain.

There are plentiful of studies in the area of the bullwhip effect including demand process, forecasting techniques,
lead times and an ordering policy. Alwan et al. (2003) studied the bullwhip effect under an order-up-to policy applying
the mean squared error optimal forecasting m ethod to an AR(1) and investigated the stochastic nature of the ordering
process for a n incoming ARMA(1,1) using the same inventory policy and forecasting technique. Chen et al. (2000a,
2000b), Luong (2007), and Luong and Phien (2007) studied the bullwhip effect resulting from an or der-up-to policy
when simplified forecasting schemes including the moving average (MA) technique, the exponential weighted moving
average (EWMA) technique, and the m inimum mean square error (MMSE) technique were used for an autoregressive
process such as AR(1) and AR(p). Zhang (2004) also investigates the impact of f orecasting methods on the bullwhip
effect in two-state supply chain with a first-order autoregressive demand process. In addition, they prove that increasing
lead-time enhances the bullwhip effect regardless of the forecasting methods employed. And Kim et al. (2006) extends
Chen et al. (20 00a, 2000b) in th at th ey in clude stochastic lead tim e an d provide ex pressions for qu antifying t he
bullwhip effect. Duc et al. (2008a) quantified the bullwhip effect for a two-stage supply chain in which the demand
process followed ARMA(1,1), with an order-up-to policy with the MMSE method used at the retailer. They analytically
investigated the effects of the autoregressive coefficient, the moving average coefficient, and constant lead time on the
bullwhip e ffect. And Duc et al. (20 08b) ex tends th eir study under th e assu mption of d eterministic lead ti me in to
stochastic lead time.

For the case of anon-seasonal and non-stationary d emand p rocess, Graves ( 1999) studied the bullwhip effect
resulting from a m yopic base stoc k policy using an optimal forecasting techni que for the autoregressive inte grated
moving av erage pr ocess, ARI MA(0,1,1). This stud y sho wed th at th e net inv entory w ith a non-seasonal an d non-
stationary de mand i s m ore t han t hat f or an i ndependent an d i dentically di stributed dem and. T o t he best o f our
knowledge, there is al ack of previous studies c oncerned with the bullwhip e ffect c onsidering both a seas onal and
stationary (or non-stationary) demand process and stochastic lead time.

The objective o f't his paperist o quantify t he b ullwhip ef fect i ncluding st ochastic | ead t ime based ona
replenishment situation that is similar to the one by Duc et al. (2008a, 2008b) in a seasonal two stage supply chain with
one retailer and one supplier. In order to consider seasonal phenomenon, a seasonal autoregressive moving a verage
process, SARMA(1,0) X (0,1), (s: seasonal period) is employed as customer demand process.

The SARMA demand process integrates a non-seasonal ARMA and a seasonal ARMA de mand process. In fact,
the non-seasonal ARMA demand process often fits the time series of the demand process better than does a pure AR or
a pure MA demand process (Pindyck and Rubinfeld, 1998). Likewise, this process can be applied to a seasonal ARMA
demand process. In this work, we q uantify the bullwhip effect in a seaso nal supply chain considering stochastic lead
time.

The organization of this paper is as follows. In Section 2, we describe the proposed seasonal supply chain model
with the properties of t he SARMAC(1, 0) X (0, 1), process. Section 3 presents the measure quantifying the bullwhip
effect in a seasonal supply chain considering stochastic lead time. Finally, the conclusions of this study are presented in
Section 4.

2. SUPPLY CHAIN MODEL

This section details modeling fram ework for quantifying the bullwhip effect in a seasonal supply chain considering
stochastic lead time.
The following notations are used in this paper.

D, customer demand quantity in period ¢

D,  forecast value of p,
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q, ordered quantity in period ¢

S, order-up-to level in period ¢

¢ first-order autocorrelation coefficient

e, forecast error in period ¢

@] first-order seasonal moving average coefficient

1) constant of SARMA process

My mean of SARMA process

p variance of the demand quantities

L, order lead time in period ¢

)7 mean of lead time

o; variance of lead time

pl  lead time demand, which is the total demand of period ¢ through /47, -1

bl lead time demand forecast that the retailer will face over 1, future periods

6 standard deviation of the lead time demand forecast error in period ¢
z normal z-score
s seasonal period (s =1,2,3,---.)

In this study, a measure of the bullwhip effect was developed for a seasonal two echelon supply chain with one
retailer and one supplier. The su pplier is assu med to have an unlimited supply. We assume th at sho rtages are fu lly
backlogged. The ret ailer em ploys a base stock policy, a sim ple or der-up-to i nventory policy, for re plenishing i ts
inventory. Within each period, ev ents in th e retailer occur in the following sequence: th e retailer first rev iews its
inventory, determines its respective order quantities at the beginning of the period, receives the orders placed at the end
of the lead time, and finally fills the demands from inventory in the next period.

In the ordering process of the retailer, the following assumptions are made: (1) demand forecasting for a SARMA
(1, 0) X (0, 1), process is performed with the MMSE technique; (2) there is a stochastic order lead time 1, fo r orders

placed by the retailer in period ¢ ; (3) the lead time [, is assumed to be stationary and independently and identically

distributed (iid) with mean 4, and variance o7 ; (4) the lead time an d demand are i ndependent; and (5 ) only one

order is outstanding at any point of time.
Since it is assumed that the demand can be described by a SARMA (1, 0) X (0, 1), process, we have

D, =5+¢D, , +e, — G, 1=1,2,3,--. 1)

=

where ¢ is an iid normal process with amean 0 and a variance 2. For the SARMA (1, 0) X (0, 1), demand

process to be stationary, the following relationship must be true:
ED)=ED |=py =123, (2 )

Hence, the following Eqgs. (3) and (4) are valid.
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From Egs. (3) and (4), it can b e seen th at in order for the SARMA (1, 0) X (0, 1), process to be stationary, we
should have | <1- Likewise, in order for the process to be invertible, we should have @] <1 (Box and Jenkins, 1976).
As mentioned earlier, the retailer employs a base stock policy. In the base stock policy, an order of quantity ¢, is

placed at the beginning of the peri od ¢ so th at th e inv entory po sition reach es a pre-speci fied order-up-to level.
Therefore, the order quantity ¢, can be given as

q,=8-8+D, . (5)

Note that we allow ¢, to be negative, in which case we assume, similarly to Lee et al. (1997b), that this excess

inventory is returned without cost. In addition, the order-up-to level s, can be determined by the lead time demand as
S, =D"+z6", 6)

where z is the normal :-score chosen to meet a desired service level. The service level is defined as th e probability
that demand is satisfied from the on-hand inventory. For iid demands from a normal distribution, the order-up-to level
S from Eq. ( 6) is optimal under the assum ption that there is no set up or fixed order cost (Nahmias, 1997). The

optimal order-up-to level g, canbe determined from the inventory holding and shortage costs (Heyman and Sobel,

1984). How ever, si nce th ese costs cannot be acc urately estimated in prac tice, th e serv ice lev el app roach is often
employed when the order-up-to level is to be determined. Given a service level, the order-up-to level g, is determined

by obtaining the lead time demand forecast p and the standard deviation of the lead time demand forecast error s .
Note that the order-up-to level s, is not fixed at the same value for all periods in order to accommodate the variances

and correlation effects of the demand process. That is, it can be adaptively determined for each period separately after
observing the recent demand.

3. THE BULLWHIPE EFFECT MEASURE

In this section, a measure of the bullwhip effect is developed. The bullwhip effect measure used in this paper is the ratio
of variance in order quantity experienced by the supplier to the actual variance in the customer demand. This measure
has been used in previous research (Chen ef al., 2000a, b; Duc ef al., 2008a, 2008b; Luong, 2007; Luong and Phien,
2007). Therefore, in ord er to d evelop the bullwhip effect measure in a seasonal supply chain, the lead -time d emand
forecast and the forecast error in the forecasting technique used for a SARMA (1, 0) X (0, 1), process need to be derived
first. Then, based on these results, the variance in the order quantity can be obtained.

3.1 Demand forecast and forecast error

Many pre vious studies have pointe d out that sim ple forecasting te chniques s uchasM A and ES m ay lead to
specification errors, but the use of the MMSE does not (Alwan et al., 2003; Duc et al., 2008a, b). Therefore, the smaller
is the forecast error, t he more accurate is t he demand forecast and t he smaller is the order variance. As a result, the

MMSE technique used in this paper is expected to mitigate the bullwhip effect.
It is noted that the lead time demand at the retailer can be expressed as

L1
DtL’ =D, +D, + "'+D1+L,—1 = % D, - (7)

In addition, with the MMSE technique, the lead time demand forecast p* that the retailer will face over 1, can
be given as
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~ ~ ~ ~ Li-1 A
DtLt =D, +D,+--+D, = iDt+i. (8)
i=

L1
0

According to Box and Jenkins [2], for the SARMA (1, 0) X (0, 1), process, px can be determined by Eq. (9).
btﬂ' = E[Dtﬂ"Dt—th—b ] 4 (9)

from which an exact e xpression of p, can be derived. The lead time demand at the retailer can be described using a
recursive relation for a constant correlation coefficient. By applying the following equations,

Dy j=6+¢D i +e; — O, (10)
and
Dy =06+¢D i +e,i 1~ O+ (1 1)

We can obtain

Dy =(p+1)5+0°Dyyis + ey + ey — Oy —Oep i - (12)
By applying this procedure recursively,

Dy =" Yty +6"Ds+ 2 e O e (13)
Taking the conditional expectation from Eq. (9),

Dy = (1 -4 )/ld +¢"'D,, -6 io(pr[ehm?j ‘Dt—l »Dyss 1 ’ (14)
=

Note that the last term in Eq. (14) is a m odification factor for the forecast which accounts for the residual. Using Eq.
(14), we can derive the following proposition.
Proposition 1. The MMSE-based lead time demand forecast depends on the seasonal period s and can be expressed

as
L Ly (] — gl
DlLl :[Ll - (1 ;?(ﬁ ]lud + (1 1?¢» Dt—l _@iglgllf—¢)E[ets+iDtlaDt2=~~']. (15)

Proof. By substituting Eq. (14) into Eq. (8), the following relationship can easily be obtained.

. L1 . . i _ gl _ 4l L1y — gl
Df = Z ((1 -9 )ﬂd +¢"'D,, -6 ZO(/j]E[et—w—j‘Dt—h Diz ]J :[L' B (1 1 i¢¢ }ld " (1 1 Zﬁ Do [Zo Qlf—gf})E[g:sﬂ’DthDrz"“] (16)
i= Jj= i=

From proposition 1, the lead time demand forecast depends on the seasonal period. As a result, we have
. Li—11_ 4Le—i Li—1|1 _ pLe—i L1 {1 _ 4Le—i
DtL’ _DrLt = tz £11¢—¢;)e -0 tz £11¢—¢j)et—s+i +0 ’Z £11¢—¢;)E[et—s+i‘Dt—l’Dt—Z’“']. (17)
i=0 - i=0 - i=0 -
The following proposition gives the variance of the lead time forecast error based on MMSE.

Proposition 2. The variance of the lead time demand forecast error based on MMSE depends on the seasonal period
s and can be given as

t+i

2 2 . .
A S\ L 1= gl ) s | L (1= g 2 pAnA( gl - gl ) (18)
Guf =+o )E{,-Zo[lw ] }ae ) Eﬂ_zo[ o ] I, o2 ZQE{"Z” /zo[ el e v,y +7:,1,_,0) |02
where 7 = 1,k>0 .o l,i:j.
£70, 0w 0, 0w
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Proof. Si nce E[sz -Dh IL, = L]: o based on Eq. (17),w ecan obtain E[th -Dh ]: E[E[sz -Dk L, = L]]: 0 .

E[(Dﬁ _ph )Z\L, - L} can be expressed as

. Li-1(] — gl Li-1(] — gl L1 (] — gl 2
E|:(D1Lt _D/Lt )Z‘L/ = L} = E{[ [Zé) £l¢—¢)ez+i -0 [Z %)ezﬁi +6 tZ £¢—¢)E[ezs+iDtl=D/2=~"]] ‘Ll = l}
i= - -

i=0 01—
—i 2 _ i 2 _ i 2
= E|:[%ZZ£I_L;)6HJ j| + @2EH%ZOI£I_L;)QS”] :| + @2E|:(%ZS£IIL;)E[@,HI- ‘Dt—l D, 5,.. ]J :| (]9)
- ZQE{[%IM)EHI ][Lil £l_¢i)elfs+/ ]} + 2@E|:[Lzlwez+[ ][LZ_I ME[%*SJJ ‘lel > Dt*Z [ ]J}
=0 1-¢ j=0 1-¢ =0 1-¢ j=0 1-¢
B SRS
i=0 - j=0 -

Using Ele,e,,,]=Ele JEle,,/]=0. 1, = {L 20 and . _ {1’ =J , we can obtain Eq. (20).

0, ow 0, o.w

N2 .N\2 . .
L _ AL o (1= 5 k1= 2 L1 gt 1-g" 2
E[(Dll —Dz’)z‘Lz —L}—(”@ ),Lgo( -4 ] o, +0 ,zo[l—(/ﬁj T —ZQE)EO[ =g | 1-g (s +71,1, 02 (20)
where I L,k>0 . 1,i=j.
k 0, ow 0, ow

So, E[(DtL' -Df )Z] = E[E[@rl’ b Jie, = LH can be expressed as

N2 N2 . .
PV SR IS g e I IS E X ST 2 op 551297 1-9" .
E[(Dt Dt )Z}_(l_'—@ )E E(')( 17¢ ] O +O°E Eé)( 17¢ ] Is'i‘|6e 26E E(:)/EO{ 17¢ 17¢ (r[./'fs'*'ri,/'ls*/'@) Oe (21)
where _JLk>0 Li=j
L 7{07 ow’ g 7{0, ow’

Finally, (s} =yar(pZ -~ p}) canbe expressed as
(6} =var(pt - D)= E[(D,L’ -Dh )2}— {e[pr - pH ] = E[(D,Lf -Dh )Z} : (22)

From Eq. (22), it is shown that the variance of the lead time demand forecast error depends on the seasonal period.

3.2 Measure of the bullwhip effect

Using Eqgs. (5), (6), and (15), the ordered quantity of t he retailer can be described in terms of the customer d emand
process and can be express as

q, =S, —-S,+D,, :(b{L _ﬁt€1)+z(&xL _a'tL—l)+Dx—1 :(DxL _ﬁrL—l)"'Dt—l

[Lt L (¢L¢ l__¢Lt—l }ud N (1 _¢Lt+1)D B (1 gl )D (23)

=2

¢ 1-¢ 7" 19

- Lyi RN Y AR
S R PO Pl (L) 23 AP

i=0 1-¢ i=0 1-¢

Therefore, the following proposition can be derived.
Proposition 3. 5(L,, s, @, 4) depends on the seasonal period s and can be given as

oL BL,.5.0.4)- 20LKd E(1-9P (-0l -0-2p" (- 0))+ (s~ OF (52 + 21 — 2%, (24)
T 2 (1-20p+ 07 J1-g)
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. (172¢L,+] g +¢2<172¢Lt,1 e )XI*ZQW +@2)
262 442 72¢2(17¢L,,1 _ gkt gl X17@¢s +0? 7@¢s—2)

>2, B(L,,s,0,¢)=
(L,.5.0.9) > (1_2@¢s+@le_¢)z
o2 1-¢? EL,il 1_¢Lri 2] L,,z]:—l 1_¢LH4 21
+ —i + =i
1-204° +0*) | i\ 1-¢ )7 S| 1-¢ o
2@[ 2]E [1 ¢L[+1 ]Lz [1 ¢L,¢}¢ i_llv_i:|
1—2@¢ +6 i=0 @ ’
+20 B 1- Lr*‘ Ly 11 1— ¢Lr 1=i ¢5_]_[ o 1,¢Lr1 k
1- 2@¢ +6? 1- i:O 1-¢ o 1-¢ |°
At J [55 J«’}
1- 2@¢ +6? | 1-¢
A
1- 2@¢ +0? i=0
e E 1 ¢Lr L,11 1— ¢L11/ .
1—2@¢ +92 = 0 A 25)
where , _[Lk>0_[Li=j
£70, 0w 0, 0w

Proof. Since E[qt L., LH]=(Lt ~L,, +1)u, basedonEq. (5 ), we can obtain £[y,]-= E[E[q,\ L, Lt—l]]: u,- And using Eq. (5),
Elg?|L,.1,.,] can be expressed as

S22 212 1 2 1-2g80 1 g2 2050 + 0]
_2¢2(1 _ght _ ghitl +¢LH+L,+1X1 —0p + 0> _@¢s—2)
(1-204° +@2X1—¢)2

N2 ) .
2L1—1 1- ¢L,7, ) 2L,71—1 1- ¢L171 —i - ¢L,+1 -1~ ¢L,7: - i (26)
"o ’ZO[ 1_¢ ][Sio_e-'—@ i§0 [ 1—¢ [Slo_e 29) 1—¢ Eé) 1_¢ Is—iO'e
1-gh Y ma(1=gh) o (1-gh! , (1 _ ¢Ll—l» i1 g ;
+2@( -4 ][ z [ =4 ¢ 1, -6 =y I, |oe+20 - z - I, c3(s22)
(l - ¢Lz71 Li—1-1( 1 — ¢Lx—1*i il - 5 L-11— ¢Lt—i L[ 1— ¢L171*j i
2@[ -9 ] ‘E) [ 1-¢ ]¢ fivoem20 E) 1-¢ ) EO 1—¢ | /ij-1 0¢

Lk>0 Li=j
where ]k:{ Vi,*{ i=]

s = .
0, o.w 0, ow

E[%Z‘Lt’Lt—l ]: (Lt =L+ 1)2 l‘ﬁ +

Using g[?2]=£12 J=02 + 12> ElLo1a]= 12> a0 E|g?|= E|El¢?|1,. 1,.[, We can obtain Eq. (24) and Eq. (25).

4. CONCLUSIONS

In th is paper, we attem pted to quantify t he bullwhip eff ect in a sea sonal two-ec helon supply chain ¢ onsidering
stochastic lead time and to identify the parameters which have significant impacts on the bullwhip effect. Our analytical
results show t hat the aut oregressive coefficient, lead time, seasonal ~moving ¢ oefficient, a nd the seas onal period
influences the bullwhip e ffect. These fi ndings provide managerial insights for t he retailer and supplier to reduce the
bullwhip effect. Based on this study, further research will illustrate the magnitude of the impact of the parameters on the
bullwhip effect using numerical experiments.
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Abstract: This paper presents an integrative analytical online forecasting and replenishment model for Automated
Teller Machines (ATMs) to simultaneously calculate efficient ordering quantities and -moments. While dealing with a
target fill rate, a trade-off is being made between ordering cost (i.e., costs for order preparation, sorting cash, transport
and actual replenishment) and inventory holding cost (i.e., missed interest yield for storing cash in ATMs). The model
considers a novel combination of characteristics, which are hourly demand forecasts with a trend overlay, variable lead
times, capacitated inventory at ATMs and real time information on stock levels. We compare the proposed forecasting
method decomposition with an Artificial Neural Network approach (ANN) and we perform exhaustive numerical
simulation experiments to validate and to test the robustness of the integrative model. The results show that
decomposition outperforms the ANN approach and that the integrative model is capable of performing well under a
wide range of circumstances.

1. INTRODUCTION

Automated Teller Machines (ATM) are computerized telecommunication devices which provide financial institution’s
customers a method of financial transactions in a public space without the need for a human clerk (Simutis et al., 2008).
ATMs are part of a so-called ‘cash supply chain’, ‘cash chain’ or ‘currency chain’, generally consisting of a Central
Bank, mints/banknote printers, a distribution network, commercial banks, public customers and businesses. In a cash
chain there is a forward and backward motion of coins and notes with the purpose of distributing cash to the public and
keeping the cash in circulation ‘fit’ (i.e., valid for circulation). The return flow of cash is serving the purpose of
removing all un-fit cash (especially notes) back to the Central Bank. The cash chain can be classified as a closed-loop
supply chain because ideally no cash leaves circulation over time. ATMs are supplied/replenished by the distribution
network and public or business customers demand/withdraw cash. Among a wide variety of ATM types currently
deployed globally, the classical ATM with the ability to only dispense banknotes is still being used most frequently.
The main focus of this paper is on classical ATMs, although the overall structure of the solution method can be applied
for a broader class of ATMs

Cash supply chain processes can be described as follows: ATM replenishments are ordered by a financial
institution (e.g., a commercial bank or ATM owner). At cash centers — where cash is counted, sorted and checked for
fit/unfit — the orders are prepared and transferred to a logistic service provider, also called the replenishing company.
Usually the cash center requires the order to be placed before a specific moment in time to be able to prepare and
transfer the order on the same day. The replenishing company stores the orders of cash temporarily and replenishes the
ATMs within a specific lead time which is usually one up to three days. The lead time is stated in a contract called a
service level agreement, which is signed by both the financial institution and the replenishing company.

A complex decision problem for financial institutions is to decide when to place replenishment orders and what
the order quantity should be to on one hand overcome stock outs and on the other hand to minimize ordering and
inventory holding cost. Knowledge of the most likely moment that an ATM runs out of cash is required to effectively
deal with order lead times. Demand forecasting is crucial in this context as also observed by Simutis et al. (2007).
Consequently, we design an accurate and reliable demand forecast method and a replenishment policy in an integrative
way.

The objective of this paper is to present a novel dynamic solution approach that considers both ATM demand
forecasting and ATM replenishment in an integrative way. Our main goal is to design a method that is understandable
and that is ready to be implemented in practice right away. In achieving this goal, our research consisted of three steps,
namely analyzing current practices, designing the model and validating the solution approach. To effectively deal with
the first step, we focused in 2009 on methods and policies being used by major banks in The Netherlands and analyzed
their performance. Although we do not report on the exact outcomes of this project, we will present general insights,
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show how we used the knowledge in designing the model and use part of the data acquired in the validation process. In
Section 2 we discuss relevant literature to show the added value of our model. Section 3 encompasses the model
description. In sections 4 and 5 we validate the proposed forecasting method and perform exhaustive numerical
simulation experiments to test the robustness of the integrative model. Section 6 presents conclusions and further
research issues.

2. LITERATURE OVERVIEW

Standard forecasting techniques, such as extrapolation, quantitative analogies and rule-based forecasting (Armstrong
and Green, 2005) can be used to perform demand forecasting for ATMs. More recently, techniques as Artificial neural
networks (ANN) and support vector regression analyses (SVR) have been introduced to forecast demand for cash
money in ATMs(Simutis et al., 2008). Although the SVR analysis is considered as a promising new technique to deal
with demand forecasting, a flexible ANN — in which the generalization properties were improved using a special
adaptive regularization term — outperforms the SVR approach by far according to Simutis et al. (2008).

In practice, the decision making company — such as a bank or ATM owner — usually acquires a commercial
decision support system to perform ATM inventory management (Simutis et al., 2008). Examples are ProCash
Analyzer (Wincor Nixdorf), OptiCash (Transoft Internaltional), iCom (Carreker Corporation) and MorphisCM
(Morphis Inc). Unfortunately the software vendors are not willing to share any detailed knowledge about the techniques
used in their software, which is observed by Castro (2009) and by research performed at the VU University Amsterdam
as well. According to Simutis et al. (2008), the commercial decision support systems make use of simple linear
regression models to forecast future cash withdrawals. According to these authors, linear regression models have two
major drawbacks when compared to new approaches like SVR and ANN:

1. Each ATM requires a different regression model with specific ATM-related coefficients. Performing the same
method for multiple individual ATMs simultaneously is a difficult task.

2. The parameters of the model are determined in the system implementation stage and are left unchanged during the
operation phase. Since the business environment is changing continuously in practice, the parameters should be
altered accordingly.

To ensure a quick implementation of our method in practice, we choose not to design an SVR or ANN based approach,
but instead we intend to improve the standard regression models with time-based coefficients. We show by means of
experiments that we overcome the drawbacks mentioned (see Section 4). We suggest to use decomposition as an
important part of the model. Decomposition consists of multiple sequential steps in which many calculations take place.
Simple calculations are performed in each iteration to obtain a forecast per time unit by using up-to-date historical
demand figures. According to Al-Saba and El-Amin (1999) decomposition is comparable to other time-series models
like Box-Jenkins, simple exponential smoothing and Hot-Winters. Al-Saba and El-Amin (1999) demonstrate that an
ANN approach outperforms other regression methods. However, they do not include decomposition in this test. We will
perform these tests for decomposition and show its added value in Section 4.

The resulting demand estimation is required for finding the reorder level (i.e., the threshold on-hand inventory
level by which an order must be placed) and the order quantity. Inventory management literature finds its origin in 1913
when Harris (1913) developed the economic order quantity model. Up till now, a wide variety of models and policies
have been developed, each addressing a slightly different problem. Although the mature state of this type of research,
new studies are performed these days to keep up with changing demands from practice. For example, more and more
research is being performed to comply with a desired customer service level (e.g., a target fill-rate), instead of giving a
number one priority to minimizing cost. The problem of ATM inventory management can be classified as a lost-sales
problem, because transactions are lost in the case of stock outs; customers will travel to a nearby ATM to withdraw cash
instead of wait until the ATM gets replenished. Next to that, ATM inventory management is usually confronted with a
fixed ordering cost; because the cash transporting and replenishing company is often a third party and charges these
costs to the decision making company (e.g., a bank or ATM-owner). According to a recent literature review (Bijvank
and Vis, 2010) adequate solution approaches for these type of problems — lost-sales and fixed ordering cost — are
difficult to obtain, especially when considering a positive lead time and a target fill rate. Applicable exact approaches
for this type of problem are policy iteration algorithms and numerical search procedures. Hill and Johansen (2006)
propose a policy iteration algorithm to find optimal order quantities while considering a zero lead time. A periodic
review policy with fixed order quantities (i.e., (R,5,Q) policy) with a cost minimization objective is developed by
Johansen and Hill (2000). Bijvank et al. (2010) develop mathematical models for fixed order size policies and order-up-
to policies while no assumptions on the number of outstanding orders are made. Tijms and Groenevelt (1984) propose a
model considering a target fill rate with an order-up-to policy. None of these studies consider non-stationary periodic
reviews (i.e., review moments only on specific moments in time). In an ATM inventory management setting, inventory
cannot be replenished on all weekdays due to the working days of the replenishing company. We included this realistic
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aspect in the our model which has far-reaching consequences for finding efficient values for the reorder levels and order
quantities as we will demonstrate in the design of our solution approach in Section 3.2.

In conclusion, we propose an integrative demand forecasting and replenishment model. We introduce transaction data
as the main input for our model. So far, to our knowledge, decision support systems for cash management deal with
daily demand figures. Transaction data contain information of each customer withdrawal, and allow for more accurate
forecasting resulting in hourly forecasts of demand. A drawback might be the magnitude of the required dataset which
might result in more complex and time-consuming modeling and processing. The results in this paper demonstrate how
to overcome this drawback. We suggest to initiate replenishment decisions by means of continuously forecasting
demand. So far, replenishments are triggered on fixed moments in time when the inventory level drops below the static
reorder level. Our approach is capable of continuously recalculating the reorder level by taking into account a real time
demand forecast. As a result, continuous monitoring of both forecasts and stock levels, enables to detect stock outs in an
early stage or even before they happen. Emergency supplies or in-house transshipments to the specific ATM can be
initiated based on this information. Regular replenishments normally need to be placed at a specific moment to ensure
strict lead times. We will show in Section 3 that the design of the integrative component in our method allows for both
options.

3. INTEGRATIVE ATM DEMAND FORECASTING AND REPLENISHMENT MODEL

This section describes the integrative demand forecasting and currency replenishment model. Section 3.1 discusses the
problem description and Section 3.2 the model logic.

3.1 Problem description

The general objective is to minimize long-run average cost while considering a target fill rate, by calculating when to
order and how much to order (i.e., the ordering quantity). The obtained demand forecast, order levels and order
quantities comprise the main control variables. The actual fill rate together with the resulting replenishment- and
interest costs are the main performance indicators. Many realistic constraints are taken into account to make sure the
model can be deployed in practice. In designing the model, we assumed ATMs to be independent from one another, that
means the model performs inventory management for individual ATMs with a known capacity only. As explained in
Section 2, we design a model that both allows for continuous monitoring based on real-time demand forecasts and for
non-stationary periodic order moments (i.e., orders can be placed only at specific given moments in time, e.g., on
working days at 11:00 AM). The model assumes lost-sales. The order quantity is variable and is calculated as a real
currency (e.g., € 163,746.23). Fixed costs are involved for each replenishment and the interest rate determines the on-
hand inventory holding costs. Instead of assuming penalty costs for stock outs, we deal with a target fill rate. No costs
are charged for having excess cash at replenishments, however the model tries to reduce it by performing several
checks. Using transaction data as input, the model calculates the arrival rate of consumers (normally distributed) and the
average amount people withdraw per hour (empirical distribution with hourly changing parameters). Days with unusual
demand patterns (e.g., holidays) are considered separately. We assume stochastic lead times and independent
replenishment orders in the case of multiple outstanding orders. At each replenishment the ordering quantity is added to
the remaining stock. We do not consider ‘cassette swapping’ by which all the remaining stock is returned to the cash
center and replaced by new cash money. The model input parameters are summarized in Table 1.

3.2 Model logic

We distinguish between five steps in our model which are depicted in Figure 1. The approach starts with the preparation
of the historical demand data which is used in the second stage to filter out time-related patterns. By calculating a
moving average and overlaying this average with the time-related patterns, we derive a demand forecast. The first two
steps — data preparation and filtering out time-related patterns — should be performed daily or weekly. The moving
average should be updated continuously with newly obtained historical demand figures. The demand forecast (which is
calculated with the moving average) is used for calculating both the reorder level and the order quantity which
respectively answer the questions ‘when to order’ and ‘how much to order’. The question ‘when to order’ can be
answered either on specific moments in time or continuously. The demand forecast can be calculated up to infinity, but
one should keep in mind that forecasting over longer periods will be based on the moving average calculated at ty. So
forecasts will be less accurate for longer periods. As discussed, the model is capable of checking continuously or
multiple times a day whether an order should be placed.
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Table 1. Model input parameters

Transaction data

A dataset consisting of the time and transaction amount of all individual withdrawals of the ATM under
consideration over a period of time. At least from previous three months but preferably from last 3 years.

Holidays

A list of all holidays and similar days which show unusual demand.

Learning rate

The weight of the previous hourly demand denoted in a percentage (e.g., 0.1%).

Accuracy
replenishment
moments

A Dbinary variable: can be either yes or no. Indicates whether the replenishment moment can be
determined with an accuracy of an hour on the day of issuing. See Section 3.2 for a detailed explanation.

Review moment

Either the result of continuous monitoring or specific moments in time on which an order can be placed
(e.g., 11.00 AM). See Section 2 for a further explanation.

Order lead-time

The time between ordering and the actual cash upload. See Section 3.2 for further explanation.

Delivery weekdays

A list of all weekdays on which replenishments may be performed.

Delivery hours

Period of time during the day at which replenishments are performed

ATM capacity

Based on technical characteristics and the denominations available the ATM has a physical limitation of
the amount of cash (e.g., € 260,000).

Interest rate

Determines the holding cost. The vendor does not receive interest yield from stored cash in the ATM.
Costs are incurred indirectly because the cash inventory could yield profit if it was not stored.

Replenishment costs

The fixed costs of a single replenishment (e.g., € 120).

Target fill rate

The desired percentage of fulfilled withdrawals (e.g., 99%).

Data preparation (Perform daily or weekly)

- Aggregate data per hour

- Remove data which show ATM unavailability

- Extract data with unusual demand (e.g., holidays)

Time-related patterns (Perform daily or weekly)

. | - Distill and normalize average number of transaction

" | - Distill and normalize st.dev. of number of transactions
- Distill average transaction amount

v
[

{ Calculate the moving average (Perform continuously) |

v

When to order a replenishment

(Perform only once)

- Determine review moments

- Restrict review moments by working days

- Indicate replenishment accuracy

(Perform at each review moment or continuously)
- Calculate chance of running out of stock

v

How much to order (Perform when order is placed)

- Calculate preliminary order quantity

- Add the necessary amount to overcome a stock out

- Adjust to available replenishment moments

- Adjust to ATM capacity

- Subtract estimated remaining cash at first replenishment

\ 4

Data preparation

Figure 1. Schematic overview of the integrative model

In the first step, we show how to treat historical data such that time-based patterns can be identified for demand
forecasting. We distinguish between the following steps:

Aggregate data by withdrawals per hour resulting in a dataset with the ‘number of transactions per hour’ and the
‘average transaction quantity per hour’.

Exclude data points (i.e., records) from the dataset at which the ATM was unavailable based on an analysis of the
dataset or by using log books depicting unavailability of the ATM.

Exclude data points that represent unusual demand in general such as the national holidays and surrounding days

A.

B.

C.

or regional events.

Step A is to aggregate all data per hour. Imagine a collection of data from all individual withdrawals over a period of
two years, then the new dataset would consists of 2 * 365 * 24 = 17520 records after performing step A. Step B is
performed by calculating a preliminary estimate of the demand per hour and examine whether there have been zero
withdrawals while the estimate indicates that there should have been transactions. By checking the condition whether
there have been zero transactions during a time period of 6 succeeding hours while the estimate indicates that more than
twice the average hourly demand was expected, one can be relatively sure that the ATM was unavailable at the time
period under consideration. Table 2 gives an example of ATM unavailability and shows which records need to be
removed from the dataset. By trial and error we figured that 6 hours as minimum time period and 2 times the average
hourly demand worked well.
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Table 2. Example of excluding data points regarding ATM unavailability (“Y” = excluded)

Dec. 28, 2008 Dec. 29, 2008
Hour |11 12 13 14 15 16 17 18 19 20 21 22 23/0 1 2 3 4 5 6 7 8 9 10
Real # of transactions |10 7 /18 0 0 0 0 0 0 O O O O|O O O O O O O O 5 13 -
Est. # of transactions | 11 14 17 18 16 15 18 15 10 8 5 4 2|1 0 0 O O 1 2 3 7 13 16
Exclude fromdataset? | N N N'¥ ¥ ¥ Y Y Y Y Y Y Y| YYYYYYYYNNN

After removing all polluting data points regarding ATM unavailability, we continue in step C by identifying the
‘unusual demand’ resulting from the holidays in the area under consideration. Keeping track of regional events in time
and location might be a lot of work. Clearly, the forecast will profit from excluding all data points from which it is
known that these reflect unusual demand but in terms of time efficiency one might choose to exclude holidays and some
surrounding days only. The excluded data should be used to forecast demand for these days in the future, which is
described in the following step.

Filtering out time-related patterns
Continuing with the obtained dataset from the previous step, the next step of decomposition is to filter out time-related
patterns to acquire an estimate arrival rate per hour and the average transaction amount per hour. The steps listed below
are required. Notice that all four steps start with the dataset obtained from data preparation.

A. Distill and normalize the average number of transactions per weekday-hour, per month-day and per month

B. Distill and normalize the standard deviation of the number of transactions per weekday-hour

C. Distill the average transaction quantity per weekday-hour

D. Normalize the average number of transactions from days of unusual demand (e.g., holidays)

In step A we distill or filter out several time-related patterns sequentially. By calculating and normalizing the average
number of transactions per weekday-hour (i.e., resulting in 24 * 7 = 168 values), we get insight in the weekday-hour
pattern. Multiplying the obtained normalized values with the respective hourly demand figures in the dataset results in a
new dataset in which the weekday-hour pattern no longer exists. The same procedure is repeated for the month-day
pattern (i.e., 31 values) by making use of the newly obtained dataset without weekday-hour patterns. Next, the dataset
without the weekday-hour pattern and without month-day pattern is used to filter out the month pattern (i.e., 12 values).
The particular sequence — starting with weekday-hour, thereafter month-day and ending with month — is chosen by
purpose to avoid problems with co-variance. For example, if the ATM is heaped on Saturdays and Sundays and these
weekdays coincide with similar month-days for a couple of months, than the weekday pattern would be visible in the
month-day pattern. This and similar problems are avoided to a large extent by starting with the pattern that explains
most variance; the weekday-hour pattern.

Step B is to filter out a weekday-hour pattern from the standard deviations of the number of transactions per hour.
Notice that we start with the dataset resulting from the previous step data preparation: In contrast to the calculation in
Step A, data analyses at Dutch banks pointed out that the standard deviations do not follow a month-day or a month
pattern. We calculate the average transaction quantity per weekday-hour in Step C according to the same procedure as
in Step A and B. Similar to Step B, the average transaction quantity only follows a weekday-hour pattern and not a
month-day or month pattern. In the first step (see the ‘data preparation’ step) we excluded days with unusual demand
such as holidays. By normalizing these demand figures we can estimate demand for these days. We described how the
time-related patterns should be filtered out of the dataset. In Figure 2 (see Section 4) the patterns are depicted using real
life data of a single ATM. In step 3, the last part of the forecasting approach decomposition is described, which includes
trend-information in the demand forecast.

Trend-information in demand forecasting

The demand forecast is required to adapt seamlessly to the continuously changing business environment. Data analyses
at Dutch Banks showed that the demand over time follows a specific trend and that patterns (e.g., weekday-hour) are
rather stable over time. Therefore, we include a moving average which is being updated hourly. After each hour, the
deviation between the real and estimated number of transactions in the previous hour is calculated. This deviation —
which can be positive or negative — multiplied with the learning rate and added to the moving average of the previous
hour, results in a new average number of transactions per hour. The learning rate should be chosen somewhere in
between 1% and 0.01%, depending on the stability of the demand.
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To finalize this section we summarize the steps to calculate the estimated customer arrival rate and average
transaction quantity:

e Customer arrival rate per hour: The moving average of the number of transactions per hour * the normalized
values of the respective time-based patterns * the respective normalized holiday/event value. Notice that the
approach also estimates the standard deviation of the customer arrival rate per hour.

e Average transaction amount: The average of all transaction amounts (in the prepared dataset) which fit a specific
hour of a specific weekday.

Multiplying the customer arrival rate per hour with the average transaction quantity results in the estimated cash
demand per hour.

When to order a replenishment
This step elaborates on the trade-off: When should an order for a replenishment be made such that the delivery will be
performed just in time before the ATM runs out of cash?. We suggest to perform the following steps sequentially:

A. Make sure orders may only be placed on the review moments

B. Restrict the days of ordering by evaluating the working days of the replenishing company

C. Indicate the accuracy of the replenishment moment

D. Calculate whether not ordering at t, will result in a stock out; if so, place an order

The first step consists of making sure that orders are placed only on the agreed review moment. Cash centers require the
order to be placed before the review moment in order to guarantee the agreed lead time. Next to the review moments,
we have to deal with the working days of the replenishing company in step B. Ordering is inefficient when the
replenishing company is not working on the estimated day of replenishment. So we have to subtract the lead time from
their working days to determine the days on which ordering makes sense.

In our model we consider stochastic lead times, which means the actual moment of delivery is uncertain. The
model is capable of distinguishing between two situations. In both situations the replenishing company agrees on a
specific lead-time in days between the order placement and the cash upload. However, in the first situation the
replenishing company is not promising a specific moment of replenishment during the day. So when calculating the
reorder level, one should take into account that the actual replenishment could be performed in the early morning up to
the late evening. In the second situation, the replenishing company agrees on a delivery accuracy of one hour. In the
latter case the replenishment moment can be altered in the early morning on the day of issuing.

Given a specific review moment, the next review moment must be determined in the decision making process.
Namely, if the next review moment is not after one day, but after more days (e.g., a weekend), then it is necessary to
check — step E — whether not ordering at t, would possibly result in a stock out. In other words, we are interested in
whether the inventory is sufficient to satisfy all the demand until the next delivery moment if we decide not to order at
to. If inventory would be insufficient, it is clear that an order needs to be placed at t,. If inventory would be sufficient,
ordering can be postponed until the following review moment. However, calculating whether inventory would be
sufficient (i.e., larger than reorder level) is rather complex because of the stochasticity involved. To be relatively sure
that inventory is sufficient, the standard deviation of the demand is used. The chance of a stock out decreases by
increasing the reorder level with a number of standard deviations. The model calculates a level of confidence, i.c., the
required number of standard deviations, to make sure that the target fill rate is achieved. So, changing the input
parameter ‘target fill rate’ allows for balancing between service and costs aspects.

How much to order
Once the ultimate decision is made to order a replenishment, the decision ‘how much to order’ needs to be made in
succession. In this decision we try to minimize the long-run holding cost and the replenishment cost. There are two
major drivers affecting the decision: The fixed cost per replenishment and the interest rate. We take the following steps:
Calculate preliminary order quantity by an iteration algorithm
Add up the necessary amount to overcome a stock out at the next replenishment
Restrict the order quantity to adjust to available replenishment moments
Restrict the order quantity to deal with the physical ATM capacity
Subtract the estimated remaining cash at the first replenishment from the order quantity
Note that we refer to the first replenishment — which is the replenishment that takes place when the lead time
elapses — and the next replenishment which is the estimated succeeding replenishment after the first replenishment.

To find the replenishment quantity where long-run costs are minimal, we start in step A with calculating the
average cost — for both replenishment and inventory holding — per hour for a replenishment quantity that equals the
forecasted demand of one hour into the future. We continue calculating the average cost per hour by increasing the
replenishment quantity with the hourly demand forecast for each succeeding calculation. When a minimum average cost
is found, calculations are continued for 200 hours to make sure we did not get stuck in a local minimum. This approach
results in a replenishment quantity that corresponds to a minimal cost per hour. Before this quantity can be set as a

moOw
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definite replenishment quantity we have to perform a number of checks and possibly some adjustments accordingly. As
a matter of fact, we try to plan the next replenishment by choosing a specific order quantity.

In the decision when to place an order we included a level of confidence to overcome stock outs. This level of
confidence will often result in some remaining cash in inventory on the moment of replenishment. So the first
adjustment — step B — is to make sure we add up the estimated remaining cash in stock on the moment of the estimated
next replenishment to the order quantity.

The next step C, is to deal with the available replenishment moments. The order quantity must not equal an
amount of cash for which it is estimated that the next replenishment will be required during night or during days at
which no deliveries can be performed. If we do not restrict the quantity, a chance exists that the next replenishment has
to be performed earlier than necessary which would result in lots of remaining cash in inventory at the next
replenishment. The input parameter ‘delivery hours’ states during which timespan replenishments are performed. In
step D we limit the order quantity to make sure the order quantity plus the remaining cash in inventory do not exceed
the ATM capacity at the first replenishment. When the ATM reaches its physical capacity, the replenishing company
has to take the excess cash back to the cash center which is a costly exercise. The final step E is to subtract the expected
remaining cash in inventory on the moment of the first replenishment.

4. COMPARING DECOMPOSITION AND ARTIFICIAL NEURAL NETWORKS

Simutis et al. (2008) report that in their opinion the best approach for ATM demand forecasting is an Artificial Neural
Network approach (ANN). However, the authors did not compare it with decomposition. Consequently, we opt for first
validating this component of our integrative model by comparing it with an ANN approach. Several important elements
of the ANN approach of Simutis et al. (2008) are not reported for and therefore, we develop a new ANN approach to be
used in several scenarios. We discuss decomposition and ANN sequentially and compare results afterwards.

Transaction data are used from a single ATM of a Dutch bank over a period of 1.5 years consisting of 143,468
registered withdrawals performed between January 1, 2008 and July 31, 2009. This ATM can be considered to be
representative for most ATMs. The first step is to split up the dataset in a training set and a holdout set. The training set
is used to filter out patterns and the holdout set serves the purpose of testing the quality of the approach. The first 15
months are added to the training set, the remaining 4 months to the holdout set. We prepared the dataset and filtered out
the time-related patterns as is mentioned in the first two steps of the integrative model (see Section 3.2 for an
explanation).

Figure 2 shows the weekday-hour, month-day and month patterns with the mean and standard deviation of the
demand. Also the average transaction amount with standard deviation is shown. It is interesting to see that especially
Wednesdays, Fridays and Saturdays show different patterns, that an increase in demand and standard deviation can be
noticed during payday and that the demand during summer months is slightly larger.

The established ANN is a Multilayer Perceptron Network with the demand (in €) per hour as dependent variable
and with 3 nominal factors: weekday-hour, month-day and month. The ANN architecture has one hidden layer with a
varying amount (11 up to 19) of units. Training is done online with the gradient descent optimization algorithm with a
momentum of 0.9, an interval center of 0, an interval offset of = 0.5 and a maximum training time of 5 minutes. Other
training characteristics concerning the learning rate are altered between scenarios and depicted in Table 3. The dataset is
divided in three parts: 12 months for training, 3 months for testing and 4 months as holdout set.

The hourly forecasts are obtained over the last 4 months (corresponding to the holdout set) using both forecasting
methods. The hourly forecasts are compared with the real demand during the same period and the mean absolute
percentage error (MAPE) is used as performance measure. The MAPE of the obtained forecasts of both approaches are
included in Table 3. The results show that decomposition outperforms the ANN. The difference between decomposition
(37.79%) and the fifth ANN scenario (42.42%) is significant with a 99% confidence level. Although only one ATM and
some ANN characteristics have been used we consider the results to be reliable.. We used a standard representative
ATM and included a substantial amount of data (121,028 transactions) in the training set. Choosing different ANN
settings can obviously change the performance of the ANN, but in our research we did not come across settings that
could perform better than the fifth scenario.

We demonstrated that the forecasting approach decomposition (i.e., the first three steps) of the integrative model,
provides more accurate estimates of future demand than the proposed ANN. In Section 5 we test the performance of the
whole integrative model including decomposition in terms of robustness.
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Figure 2. Mean + the standard deviation of number of transactions per hour in weekday-hour (1st), month-day

(2nd) and month (3rd) patterns, and the transaction amounts (4™)

Table 3. Results of the comparison between Decomposition and ANN

Decomposition | ANN #1 ANN #2 ANN #3 ANN #4 ANN #5 ANN #6

Initial Learning Rate (LR) N/A 0.001 0.001 0.005 0.001 0.01 0.05
Lower Bound LR N/A 0.0001 0.00001 0.0005 0.0001 0.001 0.005

LR reduction, in epochs N/A 10 10 10 50 10 10
MAPE (in %) 37.79% 42.42% 49.02% 44.63% 42.04% 40.51% 41.06%

5. ROBUSTNESS OF THE INTEGRATIVE MODEL

The second step in the validation stage is to test the robustness of the integrative model. The model has been
implemented in Rockwell Arena 11 Simulation software. We inserted input parameters provided by commercial Dutch
banks in the base model to reflect reality. Transaction data are obtained from the same ATM as introduced in Section 4.
We test the robustness by comparing the base model with 17 scenarios for which varying values of the input parameters
are chosen. The model can be considered robust when good results are also obtained when extreme values of the input
parameters are chosen. coincide explicable performance indicators.
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Table 4. Results of simulation experiments with the integrative model (over period of 4 months).

Input parameters Performance indicators
= o N o
™ 2 ° = g2 =
E S 32 B EET.
£ 3 > & FE o = S 293
2 g g g g 2§ £ E£839%
& & = < E <2 2L £558
Base model 0 N/A N/A € 3,956 € 118,631 16.4 99.78% €3,478
Demand 1 9/hr 12/hy  €4,528™" €129,337"" 19.7°" 99.68%" " €23,163""
(avg. cust./hr) 2 6/hr €3,226™" €109,875™" 11.6'" 99.69%"" €702
Sigma Demand| 3 c 2 * ¢ € 3,955 €118,517 16.5 99.77% €2,838
4 /2 € 3,958 €118,735 16.4 99.82% € 3,756
Trend in demand| 5 N/A +0.1%/day| €4,129' €122,283™" 174" 98.81%"" €5,674'"
6 -0.1%/day €3,592"" €119,163 13.3'" 99.83%' €4,076
ATM Capacity| 7 € 260,000 € 180,000 €4,130"" €92,647" 215" 99.67%" " €9478 "
8 € 400,000 €3,988" " €119,480 16.6'" 99.78% €0
Interest rate] 9 5% 1% €2,163™ €133,272*" 14.3'" 99.76% €12,208"""
10 10% €5671"" €105,799"" 17.8"" 99.54%""" €77
Delivery days| 11 Not at Sun Not at Satf  €3,973"" €118,969 16.5" 99.78% €3,958
12 Also Sun| €3,955 €118,634 16.4 99.78% € 3,347
Replenishment cost| 13 €120 €180 €2,835™" €105,799'" 17.8™" 99.54%"" A
14 € 60 €4,.871"" €127,907"" 15.2'" 99.76% € 13,645
Target Fill Rate| 15 99.8% 99.6% €3,931'" €117,882" 16.3" 99.60%"" €4,491
16 99.9%) €3,976"" € 119,087 165" 99.88%" " € 3,261
Accurate repl. mom.| 17 No Yes €3,851" €112,238" 16.5 99.98%" " €598

To generate customers and customer withdrawals in the simulation, we draw values from distributions obtained in
Section 4. For ease of analyzing, we consider one review moment per day in the experiments. Actual replenishments are
being performed between 8.00 AM and 5.00 PM with a uniform distribution. When more accurate delivery is available
(can be indicated by the input parameter ‘Accurate replenishment moment’), then replenishment is performed within a
specified hour. ATM unavailability due to technical ATM failures is not taken into account, this means customer
withdrawals can only be rejected when the ATM is out of stock. The target fill rate is set to 99.8%.

Based on the formulas presented in Law and Kelton (2000) we have calculated that a replication size of 100 is
sufficient for all experiments in this paper. The results are presented in Table 4. The input parameters of the base model
are listed in the first column and its performance is shown in the first row. Furthermore, the results of the other 17
scenarios are demonstrated in the succeeding rows. The second column displays how the respective input parameter is
altered for each scenario. The performance of each scenario is compared with the base model and the quotation marks
indicate the level of significance: = = 90%, “"=95%, **'=99%. No quotation mark indicates the mean is indifferent from
the base model. In the base model a total amount of € 3.3 million is requested by 26,746 withdrawals.

The base model shows a total cost of € 3,956 with an average inventory level of € 118,631, a fill-rate of 99.78%
and a total amount of € 3,478 excess cash over a period of 4 months. The target fill rate is almost equal to the actual fill
rate and the average inventory is fairly between zero and the ATM capacity. A good thing is that the amount of excess
cash at replenishments (see last column in Table 4) is small in all scenarios, especially when considering the total
amount of cash requested (€ 3.3 million). Most scenarios show expected and desired results, which are scenarios 1-4,
and 6-17. For example, when the ATM capacity is smaller (scenario 7), more replenishments are required and the
average inventory level is smaller. A somewhat surprising result is that a larger ATM capacity does not influence the
average inventory level and the number of replenishments much. Apparently the presumed interest rate of 5% prevents
a higher average inventory level. It can also be noticed that if placing a replenishment is, or is not possible during the
whole weekend (see respectively scenarios 11 & 12) the performance indicators show almost no deviation. Apparently
the model is capable of taking care of this restriction very well by choosing the right ordering quantities by which
replenishments are not required to be performed on non-working days. Scenario 17 also provides insightful results: It
shows that being able to determine the moment of replenishment on the day of issuing with an accuracy of an hour
increases performance greatly: With a fill rate of 99.98% and a significant decrease in cost the last scenario easily
outperforms the base scenario.

When a positive trend in demand is included (see scenario 5), we see unexpected results. All indicators differ
normally, except for the actual fill rate. The model should adapt to the increasing demand, such that the target fill rate
equals the actual fill rate. However the actual fill rate is a percentage lower than the target.
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In general, most scenarios show desired results which indicate that the integrative model performs well in a variety
of circumstances. We also point out that additional analysis is required to make sure that the target fill rate is always
achieved, also when a positive trend in demand is presumed.

6. CONCLUSIONS AND FURTHER RESEARCH

This paper presents a novel dynamic solution approach that considers both ATM demand forecasting and ATM
replenishment in an integrative way. We argue that integration of both aspects enhances the cash management model. In
our integrative model, we consider continuous recalculation of the reorder level, based on real time demand forecasting.
This means a replenishment is triggered by simultaneously evaluating the reorder level and the inventory level.
Therefore, the integrative model is capable to deal with either periodic or continuous reviewing. Next to that the model
considers lost-sales, variable order quantities, fixed replenishment cost, stochastic lead times and a target fill rate.

The model is capable of processing transaction data which allows for accurate and reliable forecasting.
Decomposition is introduced as an important element in the forecasting component of the new integrative approach.
Decomposition can be classified as a (greatly) modified linear regression approach with periodic coefficients.
Computational results demonstrate that decomposition outperforms an artificial neural network approach which is
considered to be a promising new technique to forecast time-series demand figures in ATM management. A sensitivity
analysis shows the whole model performs well in many settings which shows general applicability of the model. We
demonstrate that specific drawbacks of linear regression models do not apply to our method whereas the control
parameters can be updated continuously and the approach is easily replicated.

Further research should include more exhaustive numerical experiments to check the practical applicability of the
model proposed. Next to that, the model could be extended to consider rounded order quantities to correspond to an
order of real banknotes. Another extension might be to develop a model in which inventory is managed for all
individual denominations.
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Abstract: Decentralized sc heduling wi th di spatching rules i s a pplied i n m any fi elds of 1 ogistics a nd production,
especially in semiconductor manufacturing, which is characterized by high complexity and dynamics. Many dispatching
rules have been found, which perform well on different scenarios, however no rule has been found, which outperforms
other rules across various objectives. To tackle this drawback, approaches have been proposed, which select dispatching
rules d epending on th e cu rrent system co nditions. Mo st of these u se learn ing techniques to switch between rules
regarding the current system status. St udies of, e.g. Rasmussen (1 996), show that Gaussian Proce sses as a machine
learning t echnique can outperform ot her t echniques 1ike n eural networks. We t herefore i nvestigate t heir use in the
context of scheduling to select dispatching rules in dynamic scenarios. Our analysis has shown that Gaussian processes
predict dispatching rule performances very well, making them well-suited as a learn ing technique in th is app lication.
Additionally, the ad vantage of Gaussian processes to provide a m easure of prediction quality can be u sed to build a
learning model incrementally. This can be used to save simulation effort.

1. INTRODUCTION

Int oday’s h ighly co mpetitive, g lobalized m arkets, an efficien tu se o f production resources isin evitable for
manufacturing enterprises. Therefore, especially capital-intensive industries like semi-conductor manufacturing sp end
considerable ef fort t o optimize th eir pr oduction processes and , as one p art of it, opti mize p roduction scheduling.
Scheduling, as many other problems in the manufacturing domain are combinatorial, NP-hard optimization problems. It
has attracted researchers for many decades now and is still of big interest, because of its high relevance and difficulty.
Increase in computational power and continuous improvements in optimization and machine learning methods lead to
more and more sophisticated heuristics.

One class of sch eduling heuristics are dispatching rules which are widely used in industry, especially in complex
manufacturing sy stems like semiconductor manufacturing. T heir popularity derives from the fact that they pe rform
reasonably well in a wide range of e nvironments, and are relatively easy to understand. They also need only m inimal
computational ti me, which allows themto beusedevenin real-time, o n-line sch eduling env ironments tak ing in to
account the latest inform ation available from the shop-floor. Dis patching rules as a special kind of priority rules a re
applied to assign a job to a machine. The dispatching rule assigns a prio rity to each waiting job each time a machine
gets idle. This priority can be based on attributes of the job, the machines or the system. The job with the highest
priority is chosen to be processed next. Dispatching rules have been developed and analyzed in the scientific literature
for many years; see e.g. (Blackstone et al., 19 82), (Haupt, 1989) and (Panwalkar et al., 197 7). The most well-known
rules are Shortest Processing Time first (SPT), Earliest Due Date (EDD) and First In (Buffer) First Out (FIFO).

Since the development of dispatching rules is a t edious and time-consuming, usually manually performed task,
also concepts to generate them automatically have been proposed, e.g., (Hildebrandt et al., 2010). One drawback for
sophisticated rules as well as for automatically generated rules remains: depending on the manufacturing system and the
various objectives (e.g. m ean flow time or mean tardiness etc.) no single rule, which outperforms all others canbe
found (Rajendran et al., 1999), (Mouelhi-Chibani et al., 2010).

To tackle t his d rawback of dispatching rules there have been a few a pproaches, which s witch between r ules
depending on the system’s conditions. Usually it is not possible to perform steady-state simulations with all rules under
all occurring conditions due to the high dynamics and prohibitive computational cost. Therefore, statistical methods and
learning m ethods have been proposed. Simulation runs are performed preliminary to generate | earning data. T hese,
usually very few, training cases are used to acquire knowledge, which can be used to make real-time decision during the
actual production process.

" Corresponding author
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One promising recent machine learning method are Gaussian Processes (GP), which have been introduced to the
machine learning community in 1996 by Williams et al . (1 996). Analysis showed that they performed very well in
comparison to other techniques (Rasmussen, 1996). In addition to their good performance, they have the advantage, that
they, besides estimating values, also provide a m easure of th eir prediction qu ality. They are — their m athematical
background aside — also relatively easy to handle.

For t his rea sons, in t his paper we a nalyze t he use o f Gaussian processes for switching dispatching rulesin
production s cheduling. As a first step we therefore perform a sim ulation study on a job-shop scheduling scenario
introduced by Rajendran et al. (1999). The simulation runs are performed for different dispatching rules and sy stem
conditions with changing parameters. Afterwards the gained data enables the Gaussian Processes to make predictions,
in which situation which rule performs best. We analyze how many samples are needed for a good prediction and the
potential improvement, which can be achieved with this approach.

This paper is organized as follows: in section 2 we gi ve a brief review of pre vious work on dispatching rules,
machine learning in schedu ling and Gaussian Processes. In section 3 our cho sen scenario and the used framework are
described. Section 4 pr esents the results of our experiments. T he paper concludes with a sh ort summary and gi ves
directions towards future research.

2. STATE OF THE ART

2.1 Machine Learning in Scheduling

2.1.1 Scheduling

Haupt (1989) gives a definition of the scheduling or sequencing problem as “the determination of the order in which a
set of jobs (tasks) {i|i=1, ..., n) is to be processed through a set of machines (processors, work stations) (k | k=1...m).”.
Due to the high complexity, optimal solutions can only be calculated for small problems sizes. Therefore, especially in
extremely complex scenarios with high dynamics dispatching rules are used. Depending on the current system state and
the overall objective, there is no best rule, which outperforms all others. To select the best rule, the simplest way would
be to perform st eady-state sim ulations an d det ermine whi ch rule w orks be st fo r t he chose n sce nario. In dynamic
scenarios with cha nging syste m param eters, real-tim e solu tions are nee ded. Hence, the use of 1earning m ethods to
switch online between dispatching rules have been proposed.

2.1.2 Machine Learning Regression

“The goal of machine learning is to program computers to use example data or experience to solve a given problem”
(Alpaydin, 2004). Here, we are inte rested in a system that can predic t the val ue of th e obj ective fun ction which
otherwise would have to be obtained by a costly simulation. As we are interested in a good due date-adherence of jobs,
we chose the objective of mean tardiness. Inputs are th e system’s attributes (for example the utilization etc.) affecting
the tardiness. The output is the estimated tardiness for the dispatching rule chosen to make scheduling decisions in our
manufacturing sy stem. Let X de note the (vector of) syste m attributes and Y the tardiness. Surveying past produ ction
processes (or using simulations) we can co llect training data and the machine learning program fits a function to this
data to learn Y as a function of X.

2.1.3 Machine Learning and scheduling: related research

Kotsiantis (Kotsiantis, 2007) gives an overview of a few su pervised machine learning techniques, like artificial n eural
networks, decision trees, Naive Bayes, su pport vector machines etc. Priore et al. (2001). present a review of machine
learning in dynamic scheduling of flexible manufacturing systems. Most approaches are based on neural networks and
are described in the following.

A simulation- based approach was p resented by Wu and W ysk (Wu and W ysk, 19 89). They switch regularly
between different dispatching rule on machines. They proposed a multi-pass scheduling algorithm, which starts a short-
term simulation of alternative rules and selects the best candidate for the manufacturing system.

A neural network based controller, consisting of an adjustment module and the equipment level controllers, was
proposed for scheduling and controlling a manufacturing cell by Sun et al. (1996). The adjustment module considers the
user objectives and the current performance levels to determine the relative importance of performance measures. Based
on t hese im portance values and c urrent machine status , the eq uipment 1 evel cont roller, i mplemented by a ne ural
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network, selec ts a proper di spatching rule and the jobs are processe d accordi ngly. The t raining s amples for ea ch
equipment level controller are calculated by a one-machine simulation and modified to reflect the impacts of different
dispatching rules on the system performance.

El-Bouri et al. (2006) used a neural network to select dispatching rule in a job shop. They chose small scenarios
with 5 machines and investigated 3 rules. To train the neural network they calculated optimal solutions for 10, 15 and
20 jobs. The neural net was used to select one rule for every m achine. With this approach they were able to get better
results than just using one of the rules on every machine. The drawback of this approach is, that it is limited to scenarios
with only a few m achines, otherwise no optimal solutions for learning could be generated. Additionally, no dynamic
scenarios and dynamic switching is considered.

Mouelhi-Ehibani and Pierreval use a ne ural network to dynamically switch dispatching rules on every machine
depending on the current system state (Mouelhi-Chibani et al., 2010). They have selected four system parameters (e.g.
shop load) and 22 system state variables (e.g. average slack time of jobs in the first queue), which the neural network
uses to d ecide which rule should be applied. They train the neural net with preliminary simulation runs. The scenario
they selected consists of only two machines and the set of dispatching rules consists of SPT and EDD. They outperform
the static use of rules, but not that clearly, which might be caused by the small scenario.

These are interesting approaches, but the results seem to be improvable. It is not clear if this is due to the selected
scenario or the learning technique. There has been no study on Gaussian processes for selecting dispatching rules until
now. Since they have shown good results com pared to other m achine learni ng techniqu es ( Rasmussen, 199 6), this
seems to be a promising approach.

2.2 Gaussian Processes

2.2.1 Int roduction

O'Hagan (1978) represents an early reference from the statistics community for the use of a Gaussian process as a prior
over functions, an idea which was only introduced to the machine learning community by Williams et al. (1996).
As stated before we have a simulation model implicitly implementing a (noisy) mapping between a vector of state

variable (in our case con taining, e.g. utilization) and the objective function (mean tardiness) y = f (x) +¢. The learning

consists of finding a good approximation f*(x) of f(x) to make predictions at new points X.

To learn such a model using Gaussian processes requires some learning data as well as a so-called covariance
function. This covariance function, sometimes called kernel, specifies the covariance between pairs of random variables
and influences the p ossible form of t he function f* learned. F or our study the s quared ex ponential (SE) co variance
function is selected, because it should be able to fit to our data well and is a common choice in applications of GP. It is
depicted in equation (1):

cov(f (xp), f (xq)): k(Xp,Xq):exp(—%|Xp —xq| ] €))

The formula shown is actually a simplified version of the formula used, which is given in formula (2). They differ by
so-called hyperparameters. These parameters of a covariance function can be used to fine-tune the GP-model, thus
learning of a GP model requires to have some learning data, choosing an appropriate covariance function and choosing
a good set of hyperparameters. For further information see (Rasmussen et al., 2006) chapters 2 and 4.

41



Proceedings of LOGMS 2010

2.2.2 Ap plication and example
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Figure 1. Example of a Gaussian Regression function with 10 noisy training points observed. The mean prediction is
shown as a black line and the shaded area denotes twice the standard deviation

The squared exponential covariance function used in our experiments has three hy perparameters. There is the lengt h-
scale |, the signal variance o; and the noise variance G-, .

ky(xp,xq)za? exp(—#(xp—xq) j+a§5pq )

One bi g a dvantage o f Gaussian processes com pared t o ot her m achine | earning t echniques i s t hat Gau ssian
processes also provide a quality estimate of their predicted value. This is d enoted by the shaded area in Figure 1. Ten
noisy training points are given and since there is noise the standard deviation close to the training points is small, but
not exactly zero. In between two points as well as at the beginning and the end the quality of the estimates decreases.

Learning with Gaussian processes is done by selecting a covariance function and setting its free hyperparameters.
For our study the squared exponential covariance function is ¢ hosen. To learn, or optimize the hyperparameters, the
marginal lik elihood should be maximized. Details an d math ematical background can be found in (Ras mussen et al.,
2006) ch apter 5, esp ecially equation (5.9) page 114). B asically, the hyperparameters are chosenina way that the
generalization error, which is th e av erage error on unseen test e xamples, is m inimized. Thisis done wi th cr oss-
evaluation by splitting the training data in learning and test data. The t raining error is not opti mized, because this may
lead to over-fitting the data.

Additionally, since hyperparameters can be in terpreted as leng th-scale parameters in the case of the squared
exponential co variance functio n further optimizations can be p erformed. Rasm ussen and Williams d escribe th e
hyperparameters informally like this: “h ow far do you need to move (along a p articular ax is) in i nput sp ace for the
function val ues to become uncorrelated”. Thus, the squared exponential cov ariance fun ction im plements au tomatic
relevance determination (ARD) (Neal, 1996), since the inverse of the length-scale determines how relevant an input is.
A very large length-scale value means that the covariance will become almost independent of that input. ARD has been
used successfully for removing irrelevant input by several authors, e.g. Williams et al. (1996).

3. EXPERIMENTAL SETUP
3.1 Problem description
The typ e of problems we ad dress here, are d ynamic shop scenarios with high co mplexity, lik e th ey are typ ical for
semiconductor m anufacturing. Fo r our com putational ex periments we uset he d ynamic j ob-shop scen arios from
(Rajendran er al., 1999). In total there are 10 machines on the shop floor, each job entering the sys tem is assigned a

random routing, i.e. machine visitation order is random with no machine being revisited. Processing times are dr awn
from a uni form discrete distribution ranging from 1 to 49. Job arrival is a Poi sson process, i.e. inter-arrival times are
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exponentially d istributed. The m ean o f this distribution is chosen to reach different desired utilization levels on all
machines.

Following the procedure from (Rajendran et al., 1999) we start with an empty shop and simulate the system until
we collected data from jobs numbering from 501 to 2500. The shop is further loaded with jobs, until the completion of
these 2000 jobs to overcome the problem of censored data (Conway, 1965). Data on the first 500 jobs is disregarded to
focus on the shop's steady state behavior.

The main focus of our research is to analy ze the perform ance of Ga ussian processes used for the selection o f
dispatching rules. This is interesting, because the major drawback of dispatching rules is that they lack a global view of
the problem, i.e., they approach the overall scheduling problem by taking independent scheduling decisions based on
the current, local conditions at the particular machine without consideration of the negative effects they might have on
future decisions and on the overall objective function value.

3.2 Investigated dispatching rules

To have a set of dispatching rules out of which the best for each system’s condition can be selected, we have selected
some dispatching rules from the literature. The first five are being standard rules used for decades now, the sixth rule
was developed by Rajendran and Holthaus especially for their scenarios and minimizes mean flowtime very well. If the
rules calculate the same priority for more than one job, we use First-In-System-First-Out (FSFO) as a tiebreaker.

1. SPT - Shortest Processing Time First: SPT breaks ties by choosing the job with the shortest processing time
for its immin ent operation. Although this rule primarily aims to reduce the flow time of jobs (the difference
between its com pletion and release time), SPT has shown to effectively minimize total tardiness when most
jobs cannot meet their due dates, because of a tight due date settings and/or a high shop utilization.

2. EDD - Earliest Due Date: EDD resolves ties among equally weighted jobs by prioritizing the job with the
earliest due date, therefore tending to decrease the maximum tardiness of all jobs. Contrary to SPT, the EDD
rule is kno wn to perform well for to tal tard iness when the sh op is not con gested and m ost jobs can be
completed on-time.

3. FSFO - First In System First Out: Between jobs having identical weights, FSFO selects the job that has been
the longest time in the system. Though FSFO generally exhibits a modest tardiness performance, it is easy to
implement and often serves as a benchmark in simulation studies.

4. TFBFO - First In Buffer First Out: FBFO is very similar to FSFO. The difference is that jobs are ordered after
the arriving time in the system, but at the current buffer. Its performance is very equal to FSFO.

5. MOD -Modified Operation Due Date: MOD orders the queue of waiting jobs by the larger of each job's
operation due date or each job's earliest possible finish time, whichever is larger. Therefore, if all jobs in the
queue have positive slack (no job is in danger of missing its due date), then MOD dispatches them in earliest
due-date (EDD) order. If all jobs have negative slack (all jobs are in danger of missing their due dates), then
MOD works like SPT to reduce shop congestion. The weighted version of MOD is defined as follows:

WMOD, = -1 (P 0~ 7) ©

6. 2PTPlusWINQPIusNPT — 2 Processing Time + Work In Next Queue + Next Processing Time: This rule

was sug gested by Holthaus and Raj endran and con sist of th ree parts (Ho Ithaus et al., 2000). First, th e
processing time on the current machine is considered. Secondly, the Work In Next Queue is added:
WINQ: jobs are ranked in the order of a (rather worst case) estimation of their waiting time before processing
on the next machine can start. This estimation includes the time needed by a machine m to finish its current
job plus the sum of processing times of all jobs currently waiting in front of m. The job where this sum is least
has the highest priority. Thirdly, the processing time of a j ob's next operation (NPT — Next Processing Time)
is added.
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3.3 System architecture

For the simulation experiments we have used a Java-port of the job shop implementation of the SIMLIB library (Law,
2007), as described in (Huffman, 2001). Thisis a discrete-event si mulation, which we have used to implement the
manufacturing scenarios and assess th e performance of the d ispatching rules. Our fram ework allows the utilization of
multi-core processors/computers, which was used in our experiments to run them on an 8-c ore computer with Intel
Xeon 3GHz-CPUs.

For the Gaussian processes, we have used the software examples provided by Williams (2006) and adapted them
for our scenarios. The calculations have been performed with MatLab from MathWorks.

3.4 Gaussian process regression for dispatching rule selection

The results of preli minary si mulation runs are ta ken as learning data, which is used by the Gaussian p rocesses to
estimate the t ardiness val ues of t he di spatching rule. F or e very dispatching rule a Gaus sian process reg ression is
performed and the one with the lowest estimated mean tardiness is selected. To determine the estimation quality of the
Gaussian processes we have split the 270 data points in three groups for cross-evaluation. Out of two groups (max 180
points), three sets each of size 10, 20, 30, 50, 100 and 1 set of all 180 — mostly non-overlapping data points — are taken
each time for learning. The left 90 data points are taken for testing.

As described before the GP give an estimate for every testing point and every rule. The one with the smallest
estimated tardiness is chosen. Afterwards we have calculated the estimation error by summing up the differences of the
selected rule’s v alue and the b est rule’s value for t his parameter com bination. Let us assu me we h ave to test the
parameter combination 0.83 utilization and du e date factor 3. The GP gives us estimates of 150 minutes for EDD, 70
minutes for 2PTPlusWINQPIlusNPT and 71 minutes for MOD. Thus, we choose 2PTPlusWINQPIusNPT. To assess the
error for this single case, we cal culate t he di fference of t he t rue t ardiness val ue o f 2PTPlusWINQPIusNPT ( 77.6
minutes) and the best rule, which is MOD, with 65.3 minutes mean tardiness, which would be an error of 12.3 minutes.
This shows, that if the predictions are wrong, the wrong rule is chosen, unless the tendency of the prediction is correct.
If the prediction would have been higher than 71 for 2PTPlusWINQPlusNPT, M OD w ould have been chosen. T he
errors for all 90 test values are summed up.

However, during our e xperiments we ha ve ex perienced a few problems wi th t he a utomatic adap tion of't he
hyperparameters. Sometimes the algorithm, which minimizes the marginal likelihood (see Rasmussen et al.), was stuck
in a local optima. The found hyperparameters lead to a few estimates, which have fallen out of aligment. To tackle this
problem, we have performed a two step process. First we have started the automatic calculation of the hyperparameters
for all three rules for each parameter setting with standard start parameters ( X, length-scale /, =1, x, length-scale ¢, =1,

the signal variance 5; =1 and the noise variance o> =log(sqrt(0.1)). Since all three dispatching rules have usually similar

functions patterns, their hyperparameters are also similar. Thus, in a second step we have performed the hyperparameter
calculation again, but have used the average values from the first step as start parameters; which fixed the problem.

4. EXPERIMENTS AND RESULTS

4.1 Simulation runs

We selected two system parameters, which are the input for the Gaussian processes. The first is the system’s utilization
and the second is the ‘dueDateFactor’, which defines the job’s due date tightness (job’s due date is set to x- times the
job’s to tal pro cessing tim e + syste m rel ease ti me). Th ese two syste m p arameters h ave been combined to 270
combinations. We have performed simulation runs with system utilizations from 70% till 99% and have combined these
with due date factors starting from 2 till 10 (30%9=270). The six selected dispatching rules d escribed in 3.2 have been
evaluated on all these parameter combinations. Our performance criterion is mean tardiness, but the general approach is
applicable to other obj ective fun ctions as well. Each resu It for each combination of utilization, due d ate factor and
dispatching rule is th e av erage of 200 in dependent rep lications to get reliab le esti mates o f the performance o f our
stochastic simulation.
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Figure 2. Results of simulation runs of 270 system parameter combinations. These reflect an optimal decision.

The results of these simulation runs are shown in Figure 2. Only best res ults for each combination are presented
and the corresponding dispatching rule is marked. The rules SPT, FSFO and FBF O were always outperformed by one
of the other three rules, so in the remainder of this paper only EDD, MOD and PTPlusWINQPIusNPT are used.

Inscen arioswh eret he due dateistig htandth e utilizationis highth eb est-performing ru leis
2PTPlusWINQPIusNPT. EDD is superior with relaxed due date settings and lower utilization rates. MOD performs well
in m edium cases i n bet ween. T his sh ows t hat depe nding on t he sy stem’s con ditions di fferent dispatching r ules
outperform each other in the same scenario.

If simulation runs are expensive and more system parameters are considered not all parameter combinations can be
simulated in ad vance. This is wh ere sup ervised m achine 1 earning t echniques can play an important role, helping to
select the best dispatching rule with only a few simulations runs as a learning data set.

4.2 Benefits of rule switching

The interesting questions from the production scheduling point of view is to see, if learning with Gaussian processes
can help to improve scheduling by selecting the best dispatching rule depending on the system’s current conditions. An
upper bound for this improvement is to first calculate the improvement possible with optimal switching (see Figure 2)
compared with the strategy to always use the same fixed dispatching rules independently of the system’s state.

The resuls are shown in Figure 4. As can be seen the best non-switching choice is to use th e MOD rule. Always
using EDDisa rather bad cho ice resultinginanin crease of m ean tard iness by abo ut 800 0. Always using
PTPlusWINQPIusNPT is almost as good as using MOD, resulting in an increase of about 1600 and 1500. This therefore
sets the benchmark for the use of the learning method, as not to switch rules at all would lead to an increase of mean
flowtime by 1500 if compared to the optimal switching decision.
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Figure 3. Difference in tardiness of only using a certain dispatching
rule compared to always switching to the best rule

4.3 Estimation error and learning curves

The more data there is to learn for a Gaussian Process model the better the rule selection based on such a model should
get. T his i ntuition i s ¢ onfirmed by t he g raphs s hown in Fi gure 3, showing t he I earning curves. These c urves are
generated using a 3-fold cross-validation of the data (for sample sizes smaller than 180: disregarding part of the learning
data) and show the error compared with an optimal decision.

The results of Gaussian Process learning are very good. As can be seen there is a large improvement increasing the
size o fthe learning data from 20t o 30. However, even 10 to 20 data points (i.e. simulations to generate them) are
sufficient to improve over the best simple choice of always using MOD. With only 30 data po ints we were ab le to
achieve 92 % of the improvements possible with switching dispatching rules based on the two attributes utilization and
due date tightness. Using 180 data points yields about 99.5 %.
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Figure 4. Learning curve — the overall error (sum of tardiness) in relation to the number of learning samples (left: all
sample sizes (10 — 180); right: detailed view showing only sample sizes 30 — 180)

4.4 Dynamic Sampling and Continuous Model Improvement

The experiments presented in section 4.3 show the use of Gaussian Processes as a ¢ onventional supervised 1earning
method: you have a cert ain amount of t raining data, then build a m odel of it and use this model later on. As shown
before already 30 data points are sufficient to build a rather precise model. This number however largely depends on the
problem and generating a learning curve as shown in Figure 4 might be too time-consuming if a single simulation run
takes some time. However, using the uncertainty information we get from a GP model without extra effort, we can build

a model incrementally, adaptive to the problem complexity and value ranges of the state descriptors actually needed.
Therefore, we
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Figure 5. Learning curve of evaluation runs with dynamically increasing learning data

can use the simulation model and uncertainty information from the GP model to only simulate the data points required,
i.e., to sample dynamically in contrast to building a static sample of learning data.

We start with a small sample size of 20 data po ints to learn the initial model. This model is th en used to m ake
predictions as before. However if the uncertainty associated with t he performance of t he best (according the m odels’
predictions) rule at a ¢ ertain point exceeds a certain threshold, we do a detailed examination (i.e. simulation) o f this
point and build a new, improved model from a | earning data set amended by this point. This way we can continually
improve the model until a sufficiently precise model is obtained.

In t he f ollowing, we present ex periments usi ng t his dy namic sam pling st rategy for di fferent settings of t he
uncertainty threshold. As a measure of uncertainty, we use the standard deviation. The results of these experiments can
be seen in Figure 5. The left axis and the associated tardiness graph show the solution quality associated with a certain
threshold, whereas the right axis and sample size graph show the number of data points sampled. This is the number of
simulations that would have to be performed, i.e. the initial learning data size of 20 plus the points dynamically sampled
on all points where the uncertainty exceeds the threshold. As can be seen in t he figure there are trends in opposite
directions. Using a large threshold leads to a high tardiness but only very few points are sampled additionally. A small
threshold causes a high number of data points to be sampled, but a high-quality model, i.e. low tardiness.

5. CONCLUSION AND OUTLOOK

In dynamic manufacturing scenarios with frequently changing system parameters adaptive scheduling approaches seem
necessary. With this study we have shown that scheduling with dispatching rules can be further improved, if advanced
learning techniques are used to adapt the scheduling mechanism to dynamic changes by selectin g the best rule for the
current sy stem status. T o our knowledge Gaussian processes have been used in sc heduling for the first time. The
estimation errors have been small for learning sample sizes bigger than 30, for our case with two system parameters.
For m ore syst em p arameters th is ap proach shou ld be scalable and m ake e ven m ore sense, because the number of
simulation runs increases clearly then. If simulation runs are expensive and many parameter settings are possible not all
cases can be simulated i n a dvance. In these cases a daptive sc heduling st rategies with | earning ¢ omponents see m
promising. In such settings the ap proach described in section 4.4. to dynamically increase the learning data selectively
with those points, where the prediction uncertainty is high, can also be used effectively. Providing such a m easure of
prediction uncertainty is a feature distinguishing GPs from most other machine learning techniques.

Our approach only conducts an an alysis how GP could be implemented in sc heduling. In future research our
framework should be extended to a dynamic component, which selects dispatching rules in real-time. One advantage of
Gaussian processes is that they give an estimate and its prediction quality. This could be used in the framework as well,
for example to start new simulation runs for more training data, if the prediction quality is not satisfying.
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Abstract: Today, planning and control of logistic processes is generally executed by centralized logistic systems, which
cannot cope with the high requirements for flexible order processing due to increasing dynamics and complexity. In
many cases this is caused by a non-synchronized information and material flow in logistic systems. There is an ongoing
paradigm shift from centrali zed control of ‘non-intellige nt’ item s in hierarchical structur es towards decentralized
control of ‘i ntelligent’ ite ms in heterarchical stru ctures. Th ose in telligent item s ¢ ould eith er be raw m aterials,
components or products (e.g. vehicles) as well as 1 oading equipment (e.g. pallets, packages) or transportation sy stems
(e.g. conveyors, trucks). The main characteristic of an intelligent item is its cap ability to control itself. Th is paper is
dedicated to the idea of autonomous control as a new control paradigm for logistic processes. It focuses the results of
the prototypical implementation of autonomous control mechanisms in automobile logistics.

1. INTRODUCTION

The term “autonomy” d escribes the cap ability o fa system , p rocess or object to design its in put-, throughput- and
output-profiles as an anticipative or reactive answer to ¢ hanging environmental parameters. One specific criterion of
autonomous processes or objects is to render a decision by itself on the basis of parameters (Scholz-Reiter et al., 2006).
In the last years a p aradigm shift in logistic processes has occurred. The centralized control of ‘non-intelligent’ logistic
objects in hierarchical struct ures has been change d t o decentrali zed c ontrol by ‘i ntelligent’ item s in heterarchical
structures. As shown in Figure 1 conventional logistic control systems are characterized by central planning and control
processes, a hi erarchical information structure. The hierarchical information structure does not allow fast and flexi ble
adaptation to changing e nvironmental i nfluences, especially in 1 ogistic sy stems with a high degree of dy namic and
complexity. In general dynamic in logistic systems can be described as the changes of a set of parameters and system
variables in a defined time period. The behavior of a logistic system follows its intrinsic dynamics, which is influenced
by th e syste m p arameters. As aresu It o fth e d ynamics, th e syste m v ariables ch ange o ver ti me. One definition of
dynamics could be: “the accelerated variation of the system status over time” (Scholz-Reiter et. al., 2002).

1.1 Autonomous control

Autonomous Control describes processes of decentralized decision-making in heterarchical structures. This requires that
interacting elements in non-deterministic s ystems have the ability and opportunity for au tonomous d ecision-making.
The de finition o f aut onomous co ntrol describes t he m aximum expre ssion of t he a utonomous c ontrol in a 1ogistics
system. C onsequently, al 1 1 ogistic o bjects in aut onomous co ntrolled 1 ogistic sy stem w ould operate i ndependently
according to their own objectives. Autonomous control is given if a logistic object is able to process information, make
decisions and execute the decisions by itself (Windt, 2005).

The aim of using autonomous control mechanisms is to increase robustness and positive emergence of log istics
systems by a distributed and flexible coping with dynamics and complexity (Windt, 2007). In several simulation studies
the use of au tonomous control causes more flexibility, adaptivity and robustness to logistics systems. This is th e case
especially in logistic scenarios with a high degree of dynamic, for example caused by express orders or machine failures
(Bose, 2005).
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Figure 1. From conventional to autonomous control

In practice the degree of autonomy and the degree of decentralization will not have the highest value — in practice
autonomous controlled logistic objects will be clustered in sub-systems. Each sub-system can operate autonomously and
is characterized by the highest level of autonomy.

1.2 Information and communication technologies as an enabler for autonomous control

The dynamic development o f i nformation and com munication technologies, e.g. th e i dentification tech nologies like
RFID (R adio Fre quency I dentification) or nea rly eve rywhere avai lable c ommunication t echnologies 1 ike GPRS
(General Packet Rad io Service), makes in telligent p rocesses (and th erefore in telligent ite ms o r au tonomy) p ossible.
Furthermore t he i nformation an d c ommunication t echnologies bec ome sm aller and ¢ heaper. Since January 2004 a
German Co llaborative Research Cen tre (CRC 6 37) funded b y th e Germ an Research Fou ndation (DFG) has been
established at the University of Bremen. It is named “Autonomous Cooperating Logistic Processes — A Paradigm Shift
and its Limitations”. Fou r facu Ities coop erate in th is in terdisciplinary pro ject: eng ineering technolo gy, econo mics,
informatics, mathematics and electrical engineering. The research concentrates on modeling of autonomous cooperating
logistic processes, designing methods and adequate tools as well as on evaluation for practical use.

Int he fi eld ofl ogistics t here a re m any rem unerative uses of re search res ults with in i nformation and

communication t echnologies. T here are p rototypic stores w here products, s helf, s hopping carts and store cards are
equipped with RFID chips (smart lab els). Typically product RFID co ntains information about product type, durability
and cost, the shelf about the amount and kind of its products, the shopping carts support the customer’s navigation. The
payment is completely automated because the checkout registers every product in the shopping cart (or the customer’s
pocket). Screens can show customer individual spots adjusted to the contents of the shopping cart. A shelf automatically
orders replenishment when necessary. But there are many future possibilities.
The v ision of th e fu ture cou 1d be d ecentralized d istributed arch itectures o f in telligent and co mmunicating obj ects
instead of today’s centralized control of non-intelligent objects in hierarchical structures.: The implementation of these
systems goes along with the use of existing and enhanced technologies. The flow of goods is no longer controlled by a
central insta nce. L ogistic objects like pac kages or ve hicles can f ind their w ay t hrough th e | ogistic n etwork to the
destination autonomously (e.g. from the producer to the customer) while constantly communicating with conveyances
and nodes and considering demands, e.g. concerning delivery date and costs.
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2. REQUIREMENTS TO REALIZE THE IDEA OF AUTONOMOUS COOPERATING
LOGISTIC OBJEKTS

The Idea of decentralized decision-making with autonomous control methods requires a real -time information flow to
allow logistic objects to analyze the ¢ urrent system situation and use this data to decide, which next steps have to be
done. To realize th isid ea, id entification techn ologies like RFID, real-tim e lo cating systems like GPS and
communication technologies like GSM or GPRS are needed. On the one hand, lo gistic objects are able to ¢ ollect
information about their own states. On the other hand, this information can be passed through to other logistic objects if
required. Inth ereal world th ere are m any d ifficulties to realize th e id ea of au tonomous con trol or au tonomous
cooperating logistic objects. In most cases logistic objects are not able to communicate, they have neither sensors that
can beused to collect state data nor processing m odules t hat can ana lyze this data and e xecute t he decisionsby
themselves. Imagine a package that wants to route through a logistic system by itself. There is a couple of data required
to realize the idea of aut onomous control. There is als 0 a need of inform ation about av ailable rout e infra structure,
available trucks at any transfer point or information about traffic situation on routes. Today the most logistic objects are
notab leto co llectth is datab yth emselves. In ordertoen able th is,th euse ofad ditional information and
communication techno logies is n ecessary. There are m any p ossibilities to exp and non in telligent log istic o bjects to
enable a self decision-making. In most cases the re presentation of these objects is realized be using multi agent system
(MAS) (Bose, 2009). Therefore there is a need to identify a lo gistic object and represent it as an agent within a multi
agent system. Secondary positioning data are needed to know where each object is within the logistics system. In case
of a self routing package the multi agent system contains the inform ation about the state of tra nsfer points or available
trucks. To collect the identification and positioning data several techniques can be applied. In several research activities
RFID-Gates or mobile devices has been already used (Bose, 2009).

In case of using RFID-Gates to collect positioning data of logistic objects, there is a need to place the gates on
each deciding place.

Real-Time co mmunication Localization

. -
A N

Information flow between

the logistic object and the
handling personal

Identification

Decision making

‘ Logistic object

Figure 2. Components to realize autonomous control methods

2.1 Hardware related requirements

An ap propriate t echnical hardware sy stem has t o fulfil different sy stem requi rements w hich are i ntroduced in the
following. Based on operational processes several system requirements for the hardware system can be deviated. These
requirements — ¢ ontaining t echnical re quirements, user requirements as well as sa fety requi rements —ha ve t o be
fulfilled t o sup port staff in op erational business and asaresu Ittob enefit fro mth e in troduced potentials for
improvement.
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Technical requirements
The Requirements relate to technological aspects of technical implementation with main focus on hardware and
middleware. Summarized, the main technical requirements are:

Operation time: Availability of a power management including standby function to reduce energy demand and
consequently extend the operation time of rechargeable batteries.

Robustness / shock resistance: High robustness and shock resistance combined with system reliability of
hardware components as a protection against dropping down (up to a height of 1.5 m).

Computing power: Providing adequate computing power of the mobile system (central processing unit, main
memory) to guarantee short response times of the application software and as a result to avoid dead times
waiting for completion of data processing.

Cleaning: Easy and damage-free cleaning of applied, mainly outdoor hardware components (mobile data entry
devices, reader gates etc.).

Safety requirements
The safety requirements contain several aspects including health and safety at work, data security as well as system
reliability. The safety requirements can be described as follows:

Electromagnetic radiation: Compliance with limit values regarding electromagnetic emission (EMA according
to DIN 55022, DIN 61000-3-2 and DIN 61000-3-3) as well as electromagnetic interference (EMB according to
DIN 55024).

Data security: high data security regarding data exchange between mobile data entry device and logistic
backend system (e.g. using encryption standard WPA (Wireless Protected Access)) in case of communication
via WLAN), encoding of transponder data to prevent data manipulation or unauthorized readout of data,
password protection of the mobile system to secure stored sensitive data (e.g. in the event of stealing or leaving
the mobile data entry device inside a delivered car).

User authentication: Unique user authentication for quality management purposes (allocation of users to
executed activities, increase of data security).

Operational reliability: High operational reliability (e.g. intermediate data storage to guard against power
blackout, using emergency power supply).

User requirements
User requirements describe the requirements for the IT system from the user’s point of view. These requirements
concern particularly the handling of the application software as well as the mobile data entry device.

Design of graphical user interface: Easy to use and quickly learnable handling of the application software,
comprehensibility and clearness of terminal dialogs, permanent view of common information (e.g. strength of
GPS and WLAN signal, status of battery charge, date and time as well as mobile data entry device number),
definition of standard font size with respect to a viewing distance of 300 mm.

Physical dimensions, weight and handling: Low weight (overall weight including battery < 500 g) and
adequate physical dimensions of the mobile system to guarantee its manageability, operating temperature
between 10°C and 50°C, dust and splash water protection in all weathers, one-hand operation.

Keyboard: Use of a lighted keyboard to allow for good readability at night, definition of size and alignment of
keyboard with respect to working conditions (usability with gloves etc.), key lock.

Display: Image quality, reflection properties and colour scheme (in accordance to ISO 13406-2), good
readability of dialogs presented on the display from an angle of view of 20° to 40° (in accordance to ISO
13406-2/7.2) and the keyboard labelling in all weathers (rain, snow, direct sunlight etc.), using an outdoor
display, setting of contrast and brightness at a mobile system, backlight.

User acceptance: Assistance of staff, low training time and effort, easy to use mobile system, no monitoring of
employee activities, error-free operation of the mobile system, no limitation of employee competence caused
by order processing automation, no impairment of health.

2.2 Software related requirements

Today the realization of the paradigm of autonomous control by giving the “intelligence” directly to the logistic
object is often not reas onable form the economic point of view. T he real-time repres entation using a m obile device
makes econ omic sense onl y i f the rel evant 1 ogistic o bjects (e.g . pac kages) are pas sing t hrough t he 1 ogistic sy stem
frequently. As mentioned above it is possible to represent logistic objects in a v irtual environment like a multi agent
system to ena ble a dece ntralized decision-making of these objects. The representation could be done by the use of a
mobile device. The operating staff coul d use mobile devices as a gateway or interface between the real-world and the
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virtual e nvironment. In t he face of t he technical, user and safety requirements it is necessa ry to take care of the
implementation desi gn of the mobile devi ce sol ution. A modular i mplementation of t he required components and
modules allows a fle xible replace or a ddiction of ha rdware components among the de velopment process. In general
there is a need of components for identification, communication, positioning and a module for the control of the process
data.

Figure 3 gives an overview of the relevant devi ce c omponents acc ording t o the m entioned re quirements an d
needed hardware c omponents f or t he real ization o f aut onomous ¢ ontrol m ethods. F or eac h hardware cl uster (1 ike
hardware m odules fo r id entification or positio ning and sensors) a gateway i s i mplemented wi thin t he hardware
abstraction layer. The gateway has to realize the communication between the hardware module and the other hardware
components. As shown in Figure 3 sensors like infrared sensors are clustered and handled by the sensor gateway. The
processing unit has t o organize t he i nternal com munication between t he gateways. T he 1 ogic 1 ayer coo rdinates t he
processes commands, makes logical decisions and evaluations as well as performs calculations. The main function of
the power control layer is to turn off hardware components when they are not needed to realize an efficient power
management. Acco rding t o the re quired data for a aut onomous decision m aking co mponents are turned on. T he
necessary commands and functions to control the hardware modules are implemented in the logic layer. All data and
information are stored and retriev ed from an internal data base. The information and data are then passed back to the
decision layer for processing and then eventually to the user by the utilization of the user interface.
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Figure 3. Software architecture

As shown in Figure 3 each system is represented in a multi agent system (MAS) by so called broker agent. The broker
agent is responsible for the correct representation of each device which represents the real world object a nd the real
world object data (including the object identification, specific object information, like type and color etc.). The MAS is
coupled to th e IT-backend system which contains all av ailable data about for e.g. orders and delivery times. Specific
data of the logistic object are stored within the MAS or the device for virtual representation.
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3. REALIZATION OF AUTONOMOUS COOPERATING LOGISTIC OBJECTS

As mentioned today there are several requirements that has to be fulfilled to realize the idea of autonomous cooperating
logistic objects. The main challenge is t o synchronize real-world data with the data within the MAS to allow logistic
objects to make decentralized decisions by the use of the MAS. Therefore a software and system concept for a mobile
solution was introduced above. This concept can be used on and with mobile devices for data entry in case of movable
logistic object or on ana dditional un it on stationa ry m achines or workplaces. Within the CRC 637 t he tec hnical
development f ocused on the scenario of an automobile t erminal and autonomous c ooperating vehicles. T he B LG
LOGISTICS GROUP AG & Co. KG (BLG) develops and provides complex services for new and used vehicles in the
range of transport, handling, technical treatment and storage. The BLG has established a Europe-wide logistics network
on the basis of automobile terminals at strategically important traffic junctions. Every vehicle passes a set of process
steps in th e automobile lo gistics network: collection of vehicles at au tomobile manufacturer, multi-modal transport to
automobile termin al v ia ro ad, rail or in land waterway/sea, stora ge a nd technical treatm ent as well as delivery to
automobile de aler. After delivery, each vehicleisi dentified by its vehicle ide ntification num ber (VIN) from the
terminal staff usi ng m obile data e ntry devices which can read barc odes placed inside the ve hicle behi nd the
wind-screen. The VIN allows the assignm ent of the ve hicle to its storage and technical treatment orders stored in the
logistic IT-system. Based on predefined priorities, the IT-system allocates a st orage location of a storage area to each
vehicle. A handling em ployee m oves t he vehicle t o t he assi gned st orage 1 ocation. After removal from st ock, t he
vehicles possibly run through se veral technical treatm ent stations as fuel station or car was h. The sequence of the
technical treatment stations is specified in the technical treatment order of the vehicle. Upon completion of all technical
treatment tasks, the vehicle is brought to the shipment area for transportation to the automobile dealer (Bose et al., 2006
& Scholz-Reiter et al., 2008). The idea of autonomous cooperating vehicles focuses on the shift of the decision making
from a central planning and ¢ ontrol system to the vehicle. According to the idea of autonomous control, autonomous
logistic objects are ¢ nabled to process i nformation a nd re nder an d ex ecute decisions on their own. T he use of
autonomous control methods on a utomobile terminal show in simulations many advantages which were presented by
(Bose et al., 2009 & Windt et al., 2009). In consequence, the vehicles and other logistic objects like storage areas have
their own master data and act independently regarding their local objective system.
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3.1 Wearable computing systems for realization of autonomous cooperating vehicles

The idea for further development contains the integration of different ICT components for i dentification, localization,
communication and user in teraction tasks in the work cl othes of em ployees as a wearable com puting system . The
integration of electronic systems in clothing has been researched by many task forces (Kirisci et al. 2006). A s pecial
challenge is the high integration level of technologies as shown in Figure 5. Many of the previously developed systems
were rejected by the users because of deficient ergonomics of the developed work clothes as well as manifold doubts
about dat a sec urity or impairment of health ( high radi ation of electronic components etc.). In the cont ext of the
mentioned scenario wearable computing systems have to be fixed closely to the body to avoid damages to the vehicles,
e.g. damages of vehicles, while walking through storage places (Mrugala et al. 2009). Looking at this scenario, the idea
of wearable computing seems to have more potential as common mobile solutions for the use while handling vehicles.

GPRS GPS
Communication module positioning module
. . \ O ﬁeading of
Sending and receiving of 3 : positioning data

messages

= Visualization of orders
Reading and writing = Communication with
transponder data / \ handling personal

N

RFID Identification h 2 User interface

Decision making
unit

Figure 5. Components to realize autonomous control methods with wearable computing

3.2 Prototypical implementation of autonomous cooperating vehicles

A wearable computing solution fulfills the main requirements as m entioned in ch apter 2 of t his paper. The developed
solution co ntains th e n eeded r equired co mponents fo r id entification, po sitioning, communication as well asa user
interface and a processing unit. The software concept was implemented as shown in Figure 3. Each hardware module is
controlled by a separate gateway. The main control is given by the used autonomous control method which can be
implemented in the decision layer.

Figure 6. Prototypical wearable computing solution for autonomous cooperating vehicles
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Figure 6 illustrates the developed solution to collect the data necessary to represent the vehicles in the MAS. The main
idea of this development is to equip every vehicle with an RFID transponder. The transponder contains all required data
such as the Vehicle Identification Number (VIN), type, color, manufacturer for an optical identification by the terminal
staff. This data should further indicate the associated vehicle orders, like washing or other technical treatment orders.
The transponder data are u sed for the virtual representation of the vehicles. The processing unit within the wearable
solution collects all required data for a decision-making by the use of the MAS as shown in Figure 4.

4. CONCLUSION

This paper focuses on the technical realization of autonomous control. A software and sy stem rel ated c oncept was
introduced to represent real world logistic object in a virtual environment to enable an autonomous c oordination o f
logistic object. As a m ain result of the various researches into innovative IT-based so lutions the authors came to t he
conclusion t hat the technical im plementation of an au tonomously co ntrolled system is already possible and m akes
economic sense with today’s information and communication technologies.
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Abstract: Container terminals around the world fiercely compete to increase their throughput and to accommodate new
mega vessels. In order to in crease the port throughput drastically, new quay cranes capable of batch processing are
being in troduced. The tand em-lift sp reader, equ ipped with a quay crane, which can handle one to four ¢ ontainers
simultaneously has recently been developed. Such increase in the handling capacity of quay cranes requires significant
increase in the transportation capacity of ship-to-yard ve hicles as well. T he objective of this study is to compare the
performances of t hree altern ative conf igurations of sh ip-to-yard vehicles in a conventional ¢ ontainer term inal
environment. We assume that the yard storage for containers is horizontally configured and the quay cranes equip with
tandem-lift spr eaders. A di screte eve nt si mulation m odel for a ¢ ontainer t erminal i s devel oped a nd val idated. We
compare the performances of t he three alternatives u nder d ifferent cargo wo rkloads a nd profiles, re presented by
different annual container handling volumes and different ratios of tandem mode operations, respectively. The results
show that the performances of the alternative vehicle types are largely dependent on workload requirement and profile.

1. INTRODUCTION

As the size of trade between countries increased, there are rapid changes in the logistics environment concerning ports.
The world container traffic in 2008 is 540 million TEUs which grew by 2.3 ti mes compared to 230 m illion TEUs in
2000. It is forecasted t o achieve growth rate of a round the annual average of 9% by 2013. Due to this, the marine
transportation in dustry has mad e Mega-Carrier appear through mergers an d ac quisitions between shipping lines to
expand market dominance, and they are continuing to make enormous investments for securing mega ships over 10,000
TEUs in order to strengthen the competitiveness in shipping cost.

According t o such ch anges i n t he shi pping en vironment, | arge portsinthe w orld are en gaging i n fi erce
competition for hub ports by continents in order to attract mega fleet, and this is lead ing to the trend of strengthening
port competitiveness through the securing and operation of efficient port facilities. In oth er words, the world’s leading
ports such as Singapore, Shanghai, Hong Kong, Shenzhen, Busan, R otterdam, and Hamburg are not only developing
large-sized terminals but also investing highly productive handling equipment for the efficiency of port operation.

The handling equipment in a port generally consists of quay cranes (QCs), ship-to-yard vehicles (terminal trucks
or automated guided vehicles), and yard cranes (YCs). Out of t hese, QCs and s hip-to-yard vehicles are m ost closely
related to ships. These are the most important factors which determine the ship turnaround time in a port.

Berthing a mega ship over 10,000 TEUs in a port requires water depth, the workable specification of QCs, and the
high productivity of a terminal. Especially, despite increasing the size of ships, shipping lines tend to require the service
time in the past. Therefore, ports unable to meet the trend of such customer requirements may bring about the desertion
of customers.

Highly efficient operation and innovation of handling equipment in a port are being actively carried out as a part of
survival strategies. Out of handling equipment in a port, the QCs have the high priority in investments. Most of ports all
over the world have been operating the QCs with a single-lift sp reader cap able of processing 1 box of 20 or40 ft
container and with a twin-lift spreader capable of processing 2 boxes of 20 ft containers or 1 b ox of 40 ft container.
Recently, however, the QCs with a tandem-lift spreader capable of processing 4 boxes of 20 ft containers or 2 boxes of
40 ft containers appeared in some ports in Netherlands, UAE, China, and South Korea. Table 1 summarizes the spreader
types of QCs. In order for the QCs with a tandem-lift spreader to have high efficiency, various working method of the
ship-to-yard vehicles in connection to the QC mu st be considered. Therefore, in preparation for the spread of the QCs
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with tand em-lift sp reader which will e merge as th e fu ture co mmon eq uipment, it is d esirable to come u p with the
optimal co mposition of handling system t hrough an alysis o f the im pact to th e term inal produ ctivity by in teraction
between QCs and ship-to-yard vehicles.

Table 1. Spreader types of quay cranes (ECT Home Page; Bhimani and Sisson, 2002; Lind et al., 2007)

~ Single-lift Twin- lift Tand em-lift
s e, ] o | | 1
Type
Ejs._l = =
Capaci One 20ft container Four 20ft containers
pacity or one 40ft container or one 40ft container or two 40ft containers

The performance evaluation from the interaction between handling equipment within a terminal has been studied
by various aspects.

Das and Spasovic (2003) analyzed the strategic alternatives for m inimizing empty travel of straddle carriers and
for m inimizing waiting time o f road tru cks, when con tainers are receiv ed and delivered between ro ad tru cks and
terminals. Vis and Harika (2004) analyzed the performance for each type of ship-to-yard vehicles (automated guided
vehicles and automated lifting vehicles) in an automated container terminal through simulation. The performance was
measured as unloading time of ships, waiting time of QCs, waiting time of vehicles, and occupancy degree of vehicles
and QCs. Yang, Choi, and Ha (2004) compared the performance of ship-to-yard vehicles (automated guided vehicles
and automated lifting vehicles) in an automated container terminal with si mulation. They also analyzed the number of
units by type of ship-to-yard vehicles satisfying the given service level and the impact it has on cycle time. Liu et al.
(2004) analyzed the impact on the performance of terminals, using automated guided vehicles (AGVs), by yard layout
(horizontal an d ve rtical) t hrough si mulation. They used t he m ulti at tribute deci sion m aking (M ADM) m ethod t o
evaluate the performance of the terminal and determined the optimum number of vehicles by layout. Grunow, Giinther,
and Lehmann (2004) presented a prior ity rule based algorithm for dispatching multi-load AGVs, which can carry one
40 ft or 45 ft container or two 20 ft containers at a time, in an automated container terminal. They also compared the
performance o f al gorithm and m athematical model by m aking a mixed integer | inear p rogramming (M ILP) m odel
which corresponds to the algorithm. de Koster, Le-Anh, and van der Meer (2004) compared the dispatching rules in use
at t hree di fferent en vironments (E uropean di stribution c enter, glass p roduction pl ant, an d co ntainer t ransshipment
terminal) using simulation. They analyzed the case-s pecific dis patching rules a nd general dispatching rules (nearest-
workstation-first, nea rest-vehicle-first, m odified-first-come-first-served, and ne arest-vehicle-first with tim e p riority)
together in each e nvironment. Duinkerken et al. (2006) co mpared the p erformance of thr ee typ es of tr ansportation
system ( multi-trailer syste m, AGV, an d auto mated liftin g v ehicle) used in in ter-terminal tran sport usin g sim ulation.
Rule-based control system and advanced planning algorithm were included in the simulation model and the situations to
be implemented in the actual terminal were compared and analyzed through various scenarios.

In this study, we analyze the impact which the type of ship-to-yard vehicles has on the terminal performance using
a d iscrete ev ent sim ulation m odel, whenth e QCs with tandem-lift s preader ar e in troduced. We ¢ ompare the
performances of the three alternative ship-to-yard vehicles under different cargo workloads and profiles, represented by
different annual container handling volumes and different ratios of tandem mode operations, respectively.

Section 2 introduces the tandem-lift QCs and alternative ship-to-yard vehicles. Section 3 discusses a discrete event
simulation model developed and Section 4 provides the result of experiments by simulation. Finally, Section 5 presents
the conclusions of this study.

2. PROBLEM DESCRIPTIONS
2.1 Tandem-Lift Quay Crane for Batch Processing
Generally, th e h andling syste min a container term inal con sists of QCs, sh ip-to-yard v ehicles, and YCs. The
productivity of the terminal is determined by the efficient connection between three types of equipment. Figure 1 shows

the logistics flow in a container terminal. Import containers are delivered through quay, yard, and gate from the ship and
export containers are loaded onto the ship in the opposite order.
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Figure 1. Container flow and equipment in a container terminal

In su ch lo gistics flow with in th e termin al, sh ipping lin es wou ld require ter minal o perators to redu ce th e ship
turnaround time. T herefore, terminal operators has no choice but to satisfy th e requirement level of shipping lines by
investing equipment with high productivity. In this process, highly productive handling equipment such as twin-lift QCs
and tand em-lift Q Cs ap peared an d th ere isno option but to  bring a bout cha nges i n t he s hip-to-yard ve hicles i n
connection to these.

The theoretical productivity of tand em-lift QCs is dou ble compared to the existing twin-lift QCs. However, when
they are actually operated in a container terminal, their performance is greatly influenced by the stowage plan of ships
and t he t ypes of s hip-to-yard vehicles. T hus, t he act ual pr oductivity of t andem-lift QC s can be det ermined b y
considering all of these factors.

In order to increase the handling performance o ftandem-lift QCs, the stowage plan of ships must consider all
calling ports t ogether. T he stowage plan ¢ onsidering only each port ca nnot maximize the handling performance of
tandem-lift QCs in all calling ports. Because tandem-lift QCs handle multiple containers simultaneously, connecting to
the ship-to-yard vehicles that can transport multiple containers is effective. The normally operated ship-to-yard vehicles
can transport one 40 ft container of two 20 ft containers. When operating tandem-lift QCs, the appropriate connection to
the ship-to-yard vehicles will be an important factor in determining the productivity of the terminal. Accordingly, the
most appropriate ship-to-yard vehicle must be operated.

2.2 Alternative Ship-to-Yard Vehicles

Because the tandem-lift QC handles maximum 4 boxes of 20 ft containers or 2 boxes of 40 ft containers simultaneously,
the ship-to-yard vehicles connected to this must accommodate multiple containers. The currently operated ship-to-yard
vehicles include single-stack trailers (SSTs), double-stack trailers (DSTs), parallel dual-trailers (PDTs), and serial dual-
trailers (SDTs). Tab le 2 shows alternative ship-to-yard vehicles. An SST has the capacity of 2 TEUs, while a DST, a
PDT, and an SDT have the capacity of 4 TEUs.

20ftx2 or 40ftx1

E 20ftx2 or 40ftx1_,_

'- ’J'
/ 20ft=2 or A0ftx1 YR 20ftx2 or 4Cft=1 J¥

(d) SDT
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Figure 2. Alternatives of ship-to-yard vehicles

2.3 Connection between Tandem-Lift Quay Cranes and Ship-to-Yard Vehicles

When the tande m-lift QC is o perated, there are three facto rs largely influencing the terminal p roductivity. First, th e
efficiency of loading and unloading onto/from a vehi cle by a QC may vary, due to the different chassis structure of
ship-to-yard vehicles. Two SSTs or a P DT have the chassis structure capable of simultaneous loading and unloading.
However, in t he case of a DST, one s preader (one of parallel two twin-lift spreaders) and the other spreader of the
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tandem-lift QC must be w orked on separately. In t he case of an SDT, a vehicle must shift from the work for a front
trailer to the work for a rear trailer, during loading and unloading by QCs.

Second, there is the dispatching problem of vehicles assigned to tandem-lift QCs. When a QC is going to process
two vehicles and only one vehicle arrive at the transfer area of the QC, the QC might wait for the other vehicle. In the
case of the SST, if two ve hicles arrive at nearly the same time, there are no problems. But if only one vehicle arrives
first, a QC might wait until the other vehicle arrives additionally. In this case, to increase the turnover of sh ip-to-yard
vehicles, it might be more favorable to handle one vehicle first and the other vehicle later. However, such situation does
not occur in the case except the SST.

Third, it is about the problems related to the ratio of tandem mode operation of QCs. Currently, the ports operating
tandem-lift QCs is in test operation or are extensively used in work of empty containers. In the case of empty containers,
because it is not impacted that much by the order of loading and discharging work of the ship, the ratio of tandem mode
operation tends to be very high. As previously stated, the ratio of tand em mode operation is largely influenced by the
stowage plan of previous and next calling ports. Therefore, most of ports currently operating tandem-lift QCs set the
target ratio of tandem mode operation to within 20-30%. If the majority of ports install tan dem-lift QCs in the future,
the ratio of tandem mode operation is expected to be higher.

3. SIMULATION MODEL
3.1 Physical Conditions
We ass ume t hat t he y ard storage f or ¢ ontainers i s h orizontally ¢ onfigured, t he m aximum fo ur vessels can com e
alongside t he terminal si multaneously, and t he st orage y ard c onsists o f 27 blocks. T he handling e quipment in t he
terminal consists of 16 single-trolley QCs with tandem-lift spreaders and 54 cantilever YCs with twin-lift spreader. The
ship-to-yard vehicles are selected ou t of SSTs, DSTs, and SDTs. Beca use the YCs must extend their out reach when

using PDTs, this study does not consider the PDT type of ship-to-yard vehicles. It is assumed that the lengths of an SST,
a DST, and an SDT are 16.556 meters, 22.859 meters, and 38.151 meters, respectively.

3.2 Modeling Ship-to-Yard Vehicles

3.2.1 Process Definition

We defined the process between ship-to-yard vehicles, QCs, and YCs in order to apply the operation of each type of
ship-to-yard vehicle to a simulation model. Ship-to-yard vehicles transport containers between the apron and the yard.
In the case of unloading from a vessel , they move without containers from the yard to the apron and try to enter the
transfer area with QCs in the apron. If possible, they receive containers from QCs and trans port containers from the
apron to the yard. When they arrive at the yard, they try to enter the transfer area with YCs in the yard. If possible, they
deliver containers to YCs. Because ship-to-yard vehicles are passive, their receiving and delivering operation depends
on the availability of QCs and YCs. Therefore, the synchronization between the arrival of ship-to-yard vehicles and the
availability of QCs and YCs leads to high terminal productivity. Figure 3 shows the processes between DSTs, QCs, and
YCs, in the case of unloading from a vessel.
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Figure 3. Flowchart for the processes of DSTs

3.2.2 Routing

The routing of ship-to-yard vehicles is determined by the starting position and the destination. The routing of a ship-to-
yard vehicle is rep resented by the list of t ravelling directions at the intersections which a sh ip-to-yard vehicle passes.
The direction at an intersection is one of four absolute directions which are north (N), east (E), west (W), and south (S),
as shown Figure 3-(a). Figure 3-(b) illustrates the routing from berth 1 to block 11. The routing is a list {S, E, E, S, S, S,
S, W}. When a ship-to-yard vehicle passes an intersection, it withd raws, interprets, and d eletes the first element of its
routing list.
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Figure 4. Definition of zones in the travel area

3.2.3 Traffic Control

The traffic of ship-to-yard vehicles is managed using the zone in the travel are a. Each zone has the specific capacity.
The vehicles trying to enter a zone are controlled by the remaining capacity of the zone. The travel area of ship-to-yard
vehicles consists of two types of zones: one is track-zone and the other is intersection-zone. The track-zone is a set of
tracks without intersection and the intersection-zone is a set of tracks with intersection, in specific areas. The track-zone
is classified into berth track, block track, yard-to-berth track, berth-to-yard track, between-berth-and-yard track,
bypass track, and yard-bottom track according to the number and the position of tracks, similarly, the intersection-zone
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is classified into between-berth-and-yard intersection, between-blocks intersection, bypass intersection, yard-bottom
intersection, and between-yard-and-gate intersection, as shown Figure 4.

3.2.4 Dispatching Rule

We assumed that a pool of ship-to-yard vehicles is dedicated to a berth. Ship-to-yard vehicles are dispatched to the QC
having the most remaining tasks among the QCs assigned to the berthing vessel. This leads to the fast completion of all
tasks for a vessel. When a QC simultaneously handles four 20 ft containers or two 40 ft containers, two SSTs, a DST, or
an SDT are dispatched to a t ask. If two SSTs arrive at the trans fer area with QCs in the apron within the available
arrival interval (AAI), they a re processed together. Otherwise, they are processed s eparately. However, whena QC
handles one 20 ft container, two 20 ft containers, or one 40 ft containers, an SST, a DST, or an SDT are dispatched to a
task. Note that the AAI can be set as an input parameter in the simulation model.

3.3 Modeling Other Equipment

3.3.1 Quay Cranes

QCs perform the gantry travel, the hoist operation, the trolley operation, the pickup from a vessel, and the release into a
vessel, independently of ship-to-yard vehicles. However, their operations connected to ship-to-yard vehicles depend on
the type and the arrival of ship-to-yard v ehicles. Moreo ver, when p erforming the tandem mode op eration, add itional
working times are needed to con sider. The additional working times of SSTs are th e arrival interval of two vehicles
which are dispatched to a sa me QC operation but are not processed together. That is the waitin g time of the QC. The
additional working times of DSTs and SDTs come from two times of picking up or releasing from/onto a vehicle.

3.3.2 Yard Cranes

The gantry travel of YCs is implemented in the simulation model, while the container handling of them is considered as
processing times. The processing times can be estim ated by using the s tandard time o f each operation of YCs. The
values also vary according to the type of ship-to-yard vehicles and the dimension of yard blocks. We used the model
proposed by Lee and Kim (2007) to estimate the standard time of YCs.

Sequencing operations of a Y C is determined by nearest vehicle first served (NV) rule. A YC se rves the vehicle
that is lo cated nearest it under NV rule. If vehicles are at a same distance, they are served in the order of their arrival
time. If a YC h as both vessel operations interfacing with ship-to-yard vehicles and receiving and delivery op erations
interfacing wit h road t rucks, vessel operati ons have prio rity over recei ving and delivery operations . Howeve r, the
vehicles located in the bay on which the number of waiting vehicles exceeds its capacity or the ve hicles exceeding the
allowable waiting time are first served irrespective of distances and operation types.

4. SIMULATION RESULT

4.1 Design of Experiment

The factors of experiments consist of the annual container handling volume, the tandem ratio of QCs, the type of ship-
to-yard vehicles, and the fleet size of ship-to-yard vehicles. Table 2 summarizes the conditions of experiments. Total 54
cases were generated by combining the levels of each factor. It is assumed that the type and the number of QCs and
YCs are the same in all case.

Table 2. Conditions of experiments

Annual container handling volume Tandem ratio of QC Ship-to-yard vehicle
(in TEUs) (ratio for unloading, ratio for loading) Type Fleet size
2,400,000 and 2,800,000 (0.3,0.1), (0.4, 0.2), and (0.5, 0.3) SST, DST, and SDT | 80, 96, and 112
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Figure 5. Average berth productivity from experiments

4.2 Result of Experiment

The avera ge berth productivi ty was measured as t he thro ughput of the terminal. Becau se four QCs in one berth
cooperate with each ot her to serve a vessel, the productivity of the combined four QCs corresponds to the service
capability of one berth.

Figure 5 shows the average berth productivity of all cases in experiments. From experiments, it was concluded that
the productivity in the cases of DSTs or SDTs is superior to that in the cases of SSTs. The difference of productivity in
the cases between of DSTs and of SDTs was insignificant. In addition, as t he tande m ratio s of QCs increased, the
difference of productivity in the cases between of SSTs and of DSTs or SDTs increased. These were very trivial results.
Because the productivity grew linearly according to the i ncrease of the number of vehicles, it is expected that ship-t o-
yard vehicles were the bottleneck resources of the terminal, in the experiments. Other resources such as QCs, YCs, and
the travel areas of vehicles were not critical to the performance of the terminal.
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From the view of replacement of s hip-to-yard vehicles, less DSTs or SDTs showed equal or higher performance
than more SSTs, in some cases. If the cost of a DST or an SDT is within 117% of the cost of an SST, 112 SSTs can be
replaced by 96 DSTs or SDTs (refer to the line circles in Figure 5). Moreover, if the cost of a DST or an SDT is within
120% of'the cost of an SST only when the tandem ratios are 0.5 for unloading and 0.3 for loading, 96 SSTs can be
replaced by 80 DSTs or SDTs (refer to the dotted circles in Figure 5).

5. CONCLUSIONS

This study discussed t he te rminal pe rformance on wh ich alternative ship-to-yard vehicles i mpact, w hen t he
tandem-lift QCs are introduced. The four types of ship-to-yard vehicles, SSTs, DSTs, SDTs, and PDTs, were proposed
and their operations were designed. To compare the performances by each vehicle type, the discrete event simulation
model was developed. The processes, routing, and the traffic control, and the dispatching rule of ship-to-yard vehicles
were implemented in detail, in the simulation model. From experiments, we verified that the performance in the cases of
DSTs or SDTs is superior to that in the cases of SSTs. In addition, we realized that the tandem ratios of QCs are critical
to the choice of alternative ship-to-yard vehicles.

In order to optimize the fleet sizes of DSTs, SDTs and SSTs under various workload requirements and profiles, an
analytical model that is capable of estimating the berth productivity is currently being developed. The proposed model
describes the operations of the tandem-lift QCs and ship-to-yard vehicles using a queuing model, and com putes the
average through put and th e av erage fl ow-time for various sy stem co nfigurations. The model will then be validated
using th e simulation results presented in th is study. Using the model, the optimal number of DSTs, SDTs and SSTs
necessary to co pe with g iven co ntainer handling requirements will be d etermined. Th e an alytical model may b e
employed for the design of the ship-to-yard vehicle systems prior to the simulation analysis of the alternative designs.
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Abstract: All around the world container terminals are im portant nodes in the globalized transportation network. The
design o fthe storage y ard 1 ayout of a ¢ ontainer t erminal i s a n i mportant i mpact fa ctor for i ts e fficiency. Se veral
different container terminal yard layout configurations exist depending on the type of stacking equipment used. Typical
yard layouts are based on ter minal syste ms where rubber tired gantry cranes, rail mounted gantry cranes or straddle
carriers are used for the stacking of containers. We define different yard layout classes for different types of stacking
equipment. Based on these classes we present a pproaches to supp ort the optimal d esign of term inal yard layo uts.
Currently, publications about the design of yard layouts focus mainly on terminals where rubber tired gantry cranes are
used as st acking equipment. In ¢ ontrast, we present an a pproach to design the yard layout when straddle carriers are
used. Therefore, we derive different formulas to measure the expected cycle times of straddle carriers for travelling to
the designated storage position and for executing the stack ing operations. Resu lts are presented for diffe rent typical
terminal configurations.
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SIMULATION ANALYSIS OF CRANE DEPLOYMENT STRATEGIES FOR
AUTOMATED RAIL-MOUNTED-GANTRY CRANE SYSTEMS
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'Institute for Operations Research
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Abstract: The container yard plays as major role for the competitiveness of container terminals. One of the latest trends
in co ntainer y ard operations i s t he usa ge of different kinds of rail-mounted-gantry (R MG) ¢ rane sy stems. The
performance o fthese sy stemsistoa greatamount dependant on the underlying crane deployment st rategy w hich
decides on the crane assi gnment and se quencing of transport jobs. T his paper seeks to investigate which objective
function and which crane dep loyment strategy b est supports the overall yard and termin al o bjectives. Sev eral crane
deployment strategies are evaluated for different crane systems and yard block layouts by means ofa discrete event
simulation model which reproduces the stochastic and highly dynamic environment of a seaport container terminal.
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Abstract: This paper presents an iterated local search algorithm for solving a multi-criteria and multi-stage lo cation
allocation problem with an application in real case of ethanol plant in Thailand. The purpose of formulated model is to
find an o ptimal so lution fo r lo cating th e eth anol p lant fo r u tilization o f ex cess b agasses from 1 3 su gar mills and
delivered ethanol product to 4 blending centers. Three criterions are consi dered including: (1) minimize an operat ing
cost and transportation cost, (2) minimize an environmental impact focus on gl obal warming potential (GWP) and (3)
minimize a societal risk from ethanol transportation.

1. INTRODUCTION

The severity of energy crisis was increasing since the unstoppable raising of crude oil price in global market. Several
alternative energies for vehicles were considered such as natural gas (NGV), fuel cells, hybrid energy and ethanol
blended gasoline or gasohol. Nowadays, gasohol E10, which mixed 10 percent of bio-ethanol to gasoline, is the most
popular alternative fuel for automobile user. Moreover, several car manufacturers are developing new engine which can
use a new gasohol which mixed ethanol up to 85 percent to gasoline. There are several type of material for producing
ethanol, but most of ethanol production are from agricultural or agro-industries products such as cassava, sugarcane, or
barley. The beginning of E10 production starts at farm or sugar mill. Materials were sent from their source to produce
ethanol at the plant. Then, the ethanol, a kind of hazardous material, will be transported to gasohol blending centre and
mix to gasoline.

In this research, we p resented a m ulti-criteria model to locate the bagasse ethanol plant. The aim of our multi-
criteria, m ulti-stage production systemis to decide where to open ethanol pl ant. Three criterions are considered
including; (1) minimize total cost, (2) minimize an environment impact focus on global warming potential (GWPs) and,
(3) minimize a societal risk from ethanol production and transportation.

Materials

(Hazardous
material)

Materials source Ethanol plant Gasohol
blending centre

Figure 1. Multi-stage models for ethanol production

1.1 Literature Review

Facility location an alysis plays an im portant role in many perspectives su ch as selection o f'th e best lo cation for
treatment plant for hazardous waste, selection the warehouse or di stribution centre in the supply chain (ReVelle and
Eiselt, 2007).

Production of E10 i s 2-echel on production sy stem which similar to the two-level 1 ocation-routing probl em for
newspapers production and delivery as Jacobsen and Madsen (1980) production system model.

Management of hazardous m aterials (HAZMAT) is the one in a little number of papers in a field of m ulti-
objective location analysis. There are more than 3,300 substances was characterized as HAZMAT; this items comprises
ignitability, flammable, corrosiveness, reactivity and toxicity. Various risk measures are used in HAZMAT papers such
as societal risk and population exposure. Societal risk is calculated by multiply the probability of HAZMAT accident
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occurrence by the consequences of that accident. On the other hand, the population exposure is the number of habitant
exposed to HAZMAT (Alumar and Kara, 2007)

Buddadee et al. (2008) conducted LCIA to quantify the global warming potentials, which is one type of simplified
index based upon radiative properties that can be used to estimate the potential future impacts of emissions of different
greenhouse gases (GHGs) upon the clim  ate system in arela tive sense, for the utilization of the excess  bagasses
generated from sugar industry by 2 schemes. In the first scheme, excess bagasses were used as boiler’s biomass fuel for
producing high pressure st eam and subse quently generating electricity for i nternal uses. For t he second scheme, the
excess bagasses were sent to ethanol plants for et hanol production and conveyed to blending centre for produci ng
gasohol E10.

Focus on t he second schem e, there are 3 GW Ps com ponents com prise of GW Ps due t o transportation excess
bagasses from sugar mill to ethanol plant, GWPs due to ethanol production and, th e offset GWPs due to utilization of
produced ethanol as gasohol E10 fuel in gasoline vehicle.

Nanthasamroeng et al. (2008) had studied the location allocation problem for 6 ethanol plant in northeastern of
Thailand. Production and transportation framework was similar to this study. The study shown that prioritized of each
objective lead to difference of  ocations and number of pl ants opened. However, al 1 six potential plants in the study
were supposed by using center of gravity techniques.

Again, Nanthasamroeng et al. (2009) had improved their studied by supposed the potential plant at all 13 sugar
mills.The computational result from LINGO V.11 shown that optimal solution for ethanol plant location was to open
plant number 03 and 13 which would be calculated objective value 164.9 Million Baht.

Iterated local search (ILS) is a metaheuristic algorithm that have 2 main characteristics including (1) there must be
a single chain that is being followed and, (2) the search for better solutions occurs in a reduced space defined by the
output of a bl ack-box heuristic. (Lourenco et al, 1999). M oreover, Stutzle (2003) stated that ILS has a si mplicity of
implementation and state-of-art results.

The purpose of this study is to introduce an ILS algorithm for multi-criteria and multi-stage lo cation allo cation
problem with an application in real case of ethanol plant in Thailand.

2. RESEARCH FRAMEWORK AND METHODOLOGY

Collection of information
(real case in NE of Thailand)

Mathematical Model Heuristic Algorithm Heuristic Algorithm
Formulation Design & Development Verification

Figure 2. Research Framework

A formulation of m athematical model whi ch i mproved from Nant hasamroeng et al. (2008).Then, t he heuri stics
algorithm was designed and devel opment. After that the algorithm was verified with real data that was collected in
Northeastern of Thailand.

2.1 Data and Information Collection

The data used in this model are divided into three sets including; (1) economic data, (2) environmental data and, (3) risk
data. The economic and environmental data are calculated from several factor based on LC IA and Life Cycle Cost
(LCC) m ethod. Sources of i nformation cam e from several channels such as Truck andt  railer suppl iers, Japan
Transportation C ooperation Associ ation, Si maPro V5.1 (LCA Soft ware), Emergency R esponse Gui debook, and
government sector of Thailand. Sources of data and information were described in Table 1
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Table 1. Sources of data

Process Data & Information Source s of information

Transporta | « Transportation cost - Truck and trailer supplier

tion ¢ Vehicle maintenance cost - Japan Transport Cooperation Association, 2004
¢ Vehicle fuel cost - PTT, 2006
e Truck driver cost -SimaPro V5.1 (LCA software)
e Vehicle capacity - Emergency Response Guidebook, 2005
¢ GHGs emission from vehicles - National Statistic Office, 2008
« Societal risk from ethanol leakage

Ethanol « Plant installation cost - Kadam,2002

production | « GHGs emission from ethanol production process | - Wooley et al.,1999

- Aden et al.,2002
- SimaPro V5.1(LCA software)

(Source: Adopt from Buddadee, 2008)

2.2 Data of sugar mill location and bagasses amount in Northeastern of Thailand

An existing sugar industry in the northeastern region of Thailand is chosen for illustration of this m athematical model.
There are 19 provi nces in this region with population ranges from 338,700 t o 2,555,346 people (National Statistical
Office of Thailand, 2008). But, there are 13 sugar m ill located in only 7 provinces in cluding Burirum, Mukdahan,
Udonthanee, Kalasin, Khonkaen, Chaiyabhum and, Nakornratchasrima as shown in Figure 3.
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Figure 3. Location of sugar mill and blending centre in northeastern of Thailand.

The excess bagasse is considered as the material for ethanol production in this case because of environmental issue.
Nowadays, excess bagasses were used as a fuel for electric generation which emitted 582,177 tons of CO , equivalents
per year (Buddadee et al., 2008). Based on the production year 2002-2003, the excess bagasse from each sugar mill has
been calculated in Table 2.

Table 2. Amount of excess bagasse in each sugar mill

Plant Code Factory Amount of excess bagasse
(Tons/year)

01 Bu rirum sugar mill 36,408

02 Sahareong sugar mill 34,150
03 Reum-Udom sugar mill 68,129
04 Kasetphon sugar mill 52,631

05 Kumpawapee sugar mill 52,303

06 Khon-kaen sugar mill 87,092
07 Mitr phuwieng sugar mill 90,239
08 Roumkasettrakorn Utsahakam sugar mill 104,983
09 Utsahakamkorat sugar mill 89,330

73




Proceedings of LOGMS 2010

Plant Code Factory Amount of excess bagasse
(Tons/year)
10 Angwean (ratchasrima) sugar mill 89,952
11 N.Y. sugar mill 61,628
12 Utsahakamnamtan-Esarn sugar mill 36,663
13 Mitrkalasin sugar mill 61,259
Total 864,406

2.3 Mathematical Model Formulation

Mathematical Model was formulated and adopt from Nanthasamroeng et al. (2008), Buddadee et al. (2007), Alumar and
Kara (2005) and Wu,T.-H. (2002)
The following indices, parameters and, decision variables are used in the mathematical model:

a. Parameters and Decision Variables:
m cost of material per unit
7 cost of transportation one unit of material
a cost of transportation one unit of ethanol
c cost of base case ethanol plant
S

size of base case ethanol plant
Nij amount of material transported through link (i,j)
Bik amount of ethanol transported through link (j,k)
0 amount of material available in generation node i

A amount of ethanol produced in ethanol plant |

dij distance between material generation node and

Fik potential ethanol plant distance between potential ethanol plant and blending centre

emission factor for the transportation of material / ethanol through link (i,j) / (j,K)

emission factor for the diesel consumption used in transportation of material / ethanol through link (i) / (j,k)
emission factor of chemical used in production of ethanol

emission factor due to production of diesel used in production of ethanol

emission factor of CO, due to production of ethanol

emission factor of CH4 due to production of ethanol

emission factor of electric generation by using material as a fuel for the production of ethanol
offset emission factor of E10 for the utilization of produced ethanol as E10 fuel

offset emission factor of gasoline for the utilization of produced ethanol as E10 fuel

T s<o, A= o~

offset emission factor of production of conventional gasoline for the utilization of produced ethanol as E10
fuel
POPU  number of population in the bandwidth for ethanol plant (j)

POPjc  number of population in the bandwidth for ethanol along link (j k)

@ production efficiency factor for utilization of material from biomass to ethanol
N maximum number of ethanol plant

CcC Carbon credit price

SC Spill compensation cost
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b. Objective Function
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c. Constraints

Subject to;

J
Z n;Yi =06
=1
1 if generation node i send material to ethanol plant j
Yij =

0 ,otherwise

1 ,if ethanol plant j is open

0 ,otherwise

1 if ethanol plant j send ethanol to blending centre k

0 otherwise
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The first constraint is the mass balance constraint for material. This constraint ensures that all materials available in
generation node are adequat e for t ransportation to ethanol plant. The second and t hird constraint is indicate the 0-1
variable representing the available of material from source i to ethanol plant j. The forth constraint also indicate the 0-1
variable representing presence or absence of ethanol plant j. The fifth constraint ensured that the opened ethanol plant
will have materials supplied from any sugar mills. The sixth constraint is lim itation constraint for num ber of ethanol
plant. The seventh constraint is the mass balance constraint for ethanol. The eight constraints represent the production
efficiency of ethanol plant. The ninth and tenth constraint is indicating 0-1 variable represent the presence or absence of

ethanol delivered from ethanol plant to blending centre.
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2.4 Decoding algorithm

In this research, we use a decoding method called “R andomized Binary Selection” or RBS. RBS start with array n
column; while n represent num ber of customer. At first step, all columns will be filled with random number 0-1. The
first column represents open criteria o f all plants. If a n umber in the column less than number in the first co lumn, the
number in this column will be changed to 0.0n the other hands, the number in column that have higher value than the
first column will be changed to 1. In this method, 0 represent “close” and 1 represent “open”.

) I'xo [ x1 | x2 | x3 ]| xa|[xs5]xe|x7]xs]xo[x10]x11]x12]x13]
a T
COpen

criteria "
Plant number
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Open : - e
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Figure 4. Illustrate of RBS algorithm

As described above, we can write pseudo-code for RBS as shown in Figure 5.

Procedure RBS
Generate 1 dimension array with n column
Random number in each column (Xo-X,)
fori=1,i<ndo;
if Xy <Xo then X, =0, else = 1;
end for loop;
end

Figure 5. A Pseudo-code for RBS

2.5 Iterated local search algorithm

Iterated 1 ocal search was offi cially defined by Louren co, M artin and St utzle (2002). ILS consi st of 4 com ponents
including (1) Generate initial solution (S), (2) Perturbation that modified current solution (S*) to inception solution
(S”), (3) Local search that improve the solution to (S’’) and (4) Acceptance crite rion that decide the application of
perturbation(S*). A procedural view of ILS is shown in Figure 6.

so < Generate Initial Solution ()
s" « Local Search (so)
repeat
s « Perturbation (s")
s < Local Search (s)
s" « Acceptance Criterion (s’ s”)
until terminate criterion met

Figure 6. A Pseudo-code for ILS procedure
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We proposed 2 algorithms, ILS-SS-SBM and ILS-SS-SBMRW, to solve our MCMSLAP and compare the result
from both algorithms. The ILS-SS-SBM represents “Iterated local search with simply swap and single bit mutation” and
the ILS-SS-RW represents “Iterated local search with simply swap and single bit mutation plus random walk”. Main
features of bo th algo rithms are local search and perturbation process. In local search process, we use simple swap
column x, to x,+1. And for perturbation process, in ILS-SS-SBM, we use single bit mutation to change “0” to “1” in
selected column. The ILS-SS-SBMRW was improved to jump away from current search space if its objective value is
not improved with 5 iterations.

3. COMPUTATIONAL RESULT

Computational experiments were carried out on a Intel Core2Duo CPU 2.00GHz with 1.99GB of RAM. We compared
result from both ILS-SS-SBM and ILS-SS-SBMRW. Both algorithms were coded in Visual C++.
We test our al gorithms wi th real case dat a and de fine number of i teration from 100t o 10,0001 terations. The

computational result was shown in table 3.

Table 3. Comparison of computational result

Iteration ILS-SS -SBM ILS-SS-SBMRW
Plant Open Objective Computational Plant Objective | Computational
Value Time (ms) Open Value Time (ms)
100 05 11,13 2.4835e9 32 02 2.0809¢9 125
2000 4,05,13 2.4606¢e9 31 01,02 1.9851¢9 234
300 Al 1 plants 4.3119¢9 47 02 2.0809¢9 281
4000 2,13 2.3209¢9 63 02 2.0809¢9 359
5000 4,05,13 2.4606¢e9 78 01,02 1.9851e9 406
1000 0 5,13 2.3688e9 94 02 2.0809¢9 656
1500 0 1,02,03,05,09,13 3.0008e9 140 01,02 1.9851e9 828
2000 0 1,03,05,09,11,13 3.0764e9 78 02 2.0809¢9 1,188
2500 0 4,05,13 2.4606¢e9 125 01,02 1.9851¢9 1,297
30000 4,05,11,13 2.6335¢9 78 01,02 1.9851e9 1,546
4000 0 2,04,05,06,11,13 3.0246¢9 219 01,02 1.9851e9 2,234
5000 0 2,06,13 2.4947¢9 219 01,02 1.9851¢9 2,437
10000 0 1,03,05,09,11,13 3.0764e9 375 01,02 1.9851e9 4,844
5.00E+09 2.10E+09
4.50E+09 ’. S 08E0S W0 & &
4.00E+09
3.50E+09 - 2.06E409 -
3.00E+09 - *® * *
2.50E+09 ” * L ¢ * 2.04E+09 -
2.00E+09 -
1.50E+09 - 2.028+09 1
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5.00E+08 -
0.00E+00 1.98E+09 e ¢ T e ’- ¢ .’
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a) ILS-SS-SBM b) ILS-SS-SBMRW

Figure 7. Comparison of ILS-SS-SBM and ILS-SS-SBMRW
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4. CONCLUSIONS

This paper presents an iterated local search algorithm for solving a m ulti-criteria and multi-stage lo cation allo cation
problem with an application in real case of ethanol plant in Thailand. The purpose of formulated model is to find an
optimal solution for lo cating th e eth anol p lant for utilization o f ex cess b agasses from 13 sugar mills and delivered
ethanol product to 4 bl ending centers. Three cri terions are considered including: (1) m inimize an operat ing cost and
transportation cost, (2) minimize an environmental impact focus on global warming potential (GWP) and (3) minimize
a societal risk from ethanol transportation. We introduce 2 ILS algorithms for MCMSLAP and compare a result of both
algorithms. The com putation resul t shown that ILS-SS-SBM has a com putational time less than ILS-SS-SBMRW.
However, the ILS-SS-SBMRW can find the minimum cost of this problem.

For th e fu ture research, the ILS k ey su ccess factors including (1) Quality o f in itial so lution, (2 ) Stren gth of
perturbation, and (3) Characteristics of local search should be considered.
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Abstract: Inland container transportation refers to container movements between customer locations, container
terminals, and depots in a local area. In this paper, containers are defined as four types according to the orientations
(inbound vs. outbound containers) and the container states (full vs. empty containers). And they can be delivered not
only by truck but also by rail if time-windows of them can be satisfied. A mathematical model is developed graphically
and a hybrid SA algorithm is proposed. The performance is addressed by numerical examples.

Keywords: Inland container transportation; time windows; traveling salesman problem (TSP); truck and rail
transportation; hybrid SA (Simulated annealing)

1. Introduction

In the inland container transportation, containers are transported between container terminals, depots and customer’s
places by trucks and trains (R. Zhang, W.Y. Yun and [.K. Moon, 2009). The four types of containers are considered:
inbound full, outbound full, inbound empty and outbound empty containers. The transportation flow depends on the
type of containers. For an example, outbound freight transportation by containers can be briefly described as follows:
First, a truck is assigned to carry an empty container to a customer’s place and freight is loaded.. Next, the full container
is delivered to a terminal directly or a rail station to transfer to the terminal. Finally, the freight is transferred to another
terminal by vessel. We should determine a truck schedule to transport containers with time windows.

Inland container transportation problem with time windows may be classified into traveling salesman problem
(TSP) or vehicle routing problem (VRP). There are a number of papers in which various methods to find optimal or
good solutions are proposed in this area. Wen and Zhou (2007) developed a GA to solve a container vehicle routing
problem in a local area. Jula et al. (2005) formulate truck container transportation problems by trucks with time
constraints as an asymmetric multi-Traveling Salesman Problem with Time Windows (m-TSPTW). They applied
DP/GA hybrid (dynamic programming and genetic algorithm) for large size problems. Zhang et al. (2009) addressed a
similar problem, a graph model is built up, and a cluster method and RTS (reactive tabu search) are proposed. Liu and
He (2007) decomposed a vehicle routing problem into several sub-problems according to vehicle- customer assigning
structure and a new tabu search algorithm is applied to each sub-problem respectively.

In this paper, we consider trucking and rail transportation modes together to transport four types of containers in
inland transportation cases. First, we build a mathematical formula by a graphical model and then propose a heuristic
method. Finally, we investigate the performance of the proposed method by examples.

The remainder of this paper is organized as follows. The inland container transportation problem is described in
Section 2. A graph model and a mathematical model are given in Section 3. A hybrid SA algorithm is developed to solve
the problem in Section 4, and tested with a number of randomly generated examples in Section 5. Finally, Section 7
concludes this paper.
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2. The inland container transportation problem

2.1 Problem definition

In this paper, a company is considered that the company possesses containers and trucks and offers container delivery
services. They use trucks and trains to move containers between the terminal and customer’s places. There is also a train
station to transport containers from and to a container terminal. In order to not only perform good services but also
remain competitive, rail transportation can be adopted to save costs. A more detailed analysis on it will be performed in
the Section 3. To minimize total transportation cost is the objective in this paper.
There are four kinds of containers: inbound full, inbound empty, outbound full, outbound empty. The situation of
inbound containers means they should be delivered from the terminal to costumer locations or the depot, and the
situation of outbound containers means they should be delivered to the terminal.
Further assumptions and the parameters are stated in following two subsections.

2.2 Assumption

1)  Only one terminal and one depot exist in the system. The terminal is a maritime terminal. An outbound container
means the transporting direction of the container is from a customer or the depot to the terminal. An inbound
container is exactly a reverse process. The depot has enough empty containers and trucks. The depot can be visited
at any time.

2)  The rail line connects the terminal and one station. The station can be used to transport containers. That is, a truck
can deliver an outbound container to the station or an inbound container from the station instead of going to the
terminal.

3)  All containers have the same size (40ft).

4)  All the trucks are identical. One truck carries no more than one container at any time. They are initially located at
the depot and finally return to the depot.

5) The traveling time between any two locations is given as a constant.

6) The costs of loading/unloading and packing/unpacking are not considered, while times of them should be taken
into account.

7)  Each inbound or outbound full container has an origin time-window and a destination time-window. An inbound
empty container only has an origin time-window because of no determinate destination. And an outbound empty
container only has a destination time-window because of not determinate origin.

2.3 Parameters

C: Unit cost per unit time under a truck.
C,:

S

t;: Travelling time from location i to location j by truck, i=T or j=T if the corresponding vertex is the terminal,

Unit cost per container by train.

i=0 or j=0 if the corresponding vertex is the depot, i=S or j=S if that is the station; t; =t;.

RT : Traveling time of the train between the station and terminal.
[TAi , rBi] :  Time window of the origin of container i.

[rCi > Tpi ] : Time window of the destination of container i.

tlus, : Loading/unloading time for container i at the station.

tlut, : Loading/unloading time for container i at the terminal.

tlud, : Loading/unloading time for an empty container at the depot.
tluc, : Loading/unloading time for container i at its customer location.
tpuc; : Packing/unpacking time for container i at its customer location.
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3. Problem modeling

In this section, a graphical model should be built up first; then, the problem is formulated as a mathematical model
based on the graphical model.

3.1 Graphical modeling

In the Section 2, four kinds of containers are mentioned. The transportation of these containers can form a network. This
network mainly focuses on activities by trucks. When the detailed observations are given to the structure of the network,
it is found that there are two main parts. One is activities related to the service a truck performs while the other is
activities related to the process a truck leaves from last location and gets ready for the next service. That is, the activities
related to a service are treated as an entire entity and other activities are treated as connections of these entities. The
entities are named vertices and the connections are named arcs. Then the graphical model can be proposed below.

Let G= (V,A,T,C) indicate this graphical model, where V means vertices, A denotes arcs, T is the time needed
for each vertex and arc, and C stands for transportation costs for each vertex and arc. Detailed characteristics on vertices

and arcs are discussed in the following subsections. More detailed notation is shown below.
V : Set of vertices, including containers and depot, excluding the station and terminal.
V;, ={0} : Depot vertex.

: Container vertices.

¢ - Inbound full container vertices.

¢ - Inbound empty container vertices.

: Outbound full container vertices.

D UVC > Ve =V UVIE UVOF UVOE

VC
V|
Vl
VO
VO
V=V

A—{(i, il jeVv;iz j}: Set of arcs.

F
¢ : Outbound empty container vertices.

3.1.1 Vertices and time associated with vertices

There are two types of vertices according the graphical model definition: one depot vertex and many container vertices.
The depot vertex is a special vertex, for it involves no actual activities. It is only the start and return vertex for all trucks.
Compared to the depot vertex, the container vertices are much more complex. Though container vertices can be divided
into four kinds according to the directions and states, transportation modes affect the locations of trucks so that the
transportation time and time spent on the activities are different for the same vertex. The activities of these four kinds of
containers are listed below in Table 1, according to which time of these activities can be calculated.

Table 1. Activities of four kinds of container vertices

Container vertex i Activities

eV Loading the container at the terminal/station, delivering to the customer location,
I unloading and unpacking

Packing, loading the container at its customer location, delivering to the

ieV, .
OF terminal/station, and unloading
ieV, Loading the container at the terminal/station
i eV Unloading the container at the terminal/station

Though the time calculated above show the various kinds of time for the activities, a truck maybe spends more
time for delivering a container in a vertex due to the time windows of the container and the timetables of freight trains.
That is because a truck sometime has waiting time in the delivering process. This kind of time that is consumed by a
container vertex is named the serving time of the vertex. The serving time is the shortest time for which a truck carries a
container to finish a service. That means valueless waiting time is avoided as much as possible and the serving time

cannot be compressed. The serving time of container vertices under trucking are denoted as T'(i) , and the serving
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time of container vertices involving rail transportation are T° (I) The concepts of serving time and serving time

windows below come from the paper by Zhang et al. (2009).

max (7 — 7g, thut; +t; ) +tluc, +tpuc,, eV,
T'(i) = {max (z — 74, tpuc; +tluc, +t; )+tlut,, ieV
tlut,, ieVi UV

max (z; — 75 — RT —tlut;, tlus; +tg ) +tluc, +tpuc;,
T° (i) =< max (7 —RT —tlus; — 7, tpuc; +tluc, +t ) +tlus,,

tlus;,

eV,
i eV

ieVie UVge

(1

@

Further, the serving time window of a container vertex is defined as the time period during which the service of
this container vertex should be started. It combines the time windows of a container and the timetables of trains together.

[T;(i),Tg(i)] indicates the service time window of vertex i under the situation involving only a truck,

[T: (i),Ts (I)] shows the corresponding value in the other situation.

min (max (7, 7¢; —tlut; —t;;), 75 ), eV,
TH(i) = min (max (z,,7¢; —tpuc, —tluc, —t ),75 ), i eVor
Thi» eV
Teis I € Voe
min (7, —tlut, —t;,75), eV,
T i) = min (7, —tpuc, —tluc, —t, 75 ), i-eVOF
This eV
Tpis eV
min (max (7, +tlut, + RT, 7, —tlus; —tg; ), 7 +tlut; + RT), ieV,
Ti(i) = min(max(rAi,rci —tpuc, —tluc, —t —tlus, — RT),rBi), i eVoe
2(i) =
7, +tlut, + RT, eV
75 — RT —tlus;, i eV
min (7, —tlus; —tg, 75 +tlut, + RT), eV,
TS (i) = min (7, —tpuc, —tluc, —tg —tlus, —RT, 7y, ), eV
° 7y +tlut, +RT, eV,
7y — RT —tlus;, i eV

3.1.2 Arcs

3)

4)

)

(6)

In the graphical model G=(V,A,T,C) , A denotes various arcs of the form (i,j) that connect vertices and the parameter T
includes not only serving times of vertices but also transfer times for arcs. These arcs are decided based on the
beginning vertices and ending vertices. Because the beginning vertex i and the ending vertex j have their own
transportation modes, kinds of them ought to be more than vertices. The transportation modes only affect the time of
these activities. Let Tj;denote the time for arc (i,j). These time arcs can be calculated following the Table 2 below.
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Table 2. Activities of arc (i, j)

Arc (i, ) jeVp jeVie UV J €Vor J €Voe
- Moving to the Loading an empty container at | Loading an empty
. terminal/station the depot, delivering to the | container at the depot,
heVp shipper of container C;, and | and delivering to the
. terminal/station
unloading
Loading the recently | Loading the recently | If the receiver of container ¢, | Loading the recently
emptied container C;, | emptied container C; , | i not the shipper of container emptied container C;,
delivering  to  the | delivering to the depot, | ¢. | loading the recently | and delivering to the
Vv depot ,and unloading unloading and moving to ! ) ) terminal/station
eV the terminal/station emptied  container G
delivering to the shipper of
container C;, and unloading;
otherwise, doing nothing
Moving  from the Doing nothing Moving from the Moving to the depot,
terminal/station to the terminal/station to the depot, | loading an empty
ieVge UVOE depot loa('iing. an empty gontainer, cogtaiqer, and
delivering to the shipper of | delivering  to the
container C;, and unloading terminal/station
Delivering the empty | Delivering the empty | Delivering the empty container | Doing nothing
container C;  from | container C; from the | C; from the terminal/station
eV, the terminal/station to terminal/statior_l to the | o the shipper of container Ci.
the depot, and | depot; unloading, and d unloadi
unloading moving to the and unloading
terminal/station

3.1.3 Costs

In the graphical model G = (V, A,T,C) , the parameter C shows the transportation costs in the planning time-horizon.

They are built up on the previous serving times and transfer times. One cost here is the sum of the cost of service of
vertex j and the cost of transfer arc (i, j) . When the service of vertex j involves rail, the cost should include the rail cost.

Let C; denote the cost of arc(i, j)and vertex j where vertex j involves trucking, Cjdenote the cost of arc(i, j)and
vertex j where vertex j involves rail. There should be four kinds of costs:

a) Costofarc(i, j) where both vertexi and vertex j are served by truck;

b) Cost of arc (i, j) where vertex i is served by rail and vertex j is served by truck;

c) Costofarc (i, j) where vertex i is served by truck and vertex j is served by rail;

d) And cost of arc (i, j) where vertex i is served by train and vertex j is served by rail.

The third case — c is used as an example here.

Table 3. The cost of arc (i, j) where vertex i is served by truck and vertex j is served by rail (c)

Ci? jeVvy JeVe JeVe j €Vor J €Voe
ieVy +o0 Ci(tys +15) +Cq Citys +C, C, (toj 1 )+Cs Citys +C
C, (tij +1 )+CS
eV, Ct, | C (tiO +1g + )+ C, | C(t+tys)+C, or Ctg +C,
Ct;s +C,
ieVy UVye | Citry C, (tTS +1 ) +C, Ctys +C, C, (tTO +1y; )+ C, C, (try +tys ) +C,
eV, Ct, | C (tT0 +1g + )+CS C, (tro +1ys ) +C, C, (tTj +t )+ C, Ct, +C,
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3.2 Mathematical modeling

The mathematical programming is built up for the optimization of the problem based on the graphical model in Section
3.1.
Below are the decision variables.

. {1, if arc (i,)) is included in a route and vertex j in it does not involve a train

" 10, otherwise )
s {1, if arc (i,)) is included in a route and vertex j in it involves a train

" 10, otherwise ®)

y; : the start time to serve vertex i

Objective: minizg[ci?xi? +Ci X; (9)
> (X§j+x([)i): > (XiSO+XiIO) (10)
iev\{0} iev\{0}

T (Xi+x)= 3 (K0 -1 )
jev\{o} jev\{o}

>(X5+Xi)<z]-1 VZcV\{0},Z 2D (12)

i,jeZ

[z > (Xp+ %) 21 vZ <V \{0},Z ¢CDJ (13)

ieV-Z jev
T,f(j)—(l—x;)lvl <Xy, sT;(j)+(1-x;) Vi, j eV \{0} (14
Ta()-(1= X5 )M < Xjy; <Tg (j)+(1-X;) Vi, j eV \{0} (15
Xi(y; =y =T () =Ty )+ Xi (y; =% —T'(i)-Ty )20 Vi, jeV\{0} (

X; €{0,1},X; €{0,1}, y; : real variable, v(i,j)e A (17)

M
M

The objective function (9) minimizes the total transportation cost. The constraint (10) indicates that the number of
trucks that starts from the depot should be exactly the same as the number returning to the depot.

The constraint (11) means every vertex (except the depot) should be served exactly once.

The constraint (12) eliminates the sub-tours among container vertices. ® refers to empty set.

The constraint (13) implies that for any subset VZ <V \{0} , there is at least one passage connecting subset Z.

Constraints (11) and (12) together have the same effect as constraints (11) and (13). Thus, one of (12) and (13) can
be chosen.
Constraints (14) and (15) mean that the service of any container vertex should be started during its corresponding

time window. [TAS (i),Ts (I)] indicates the service time window of vertex i under the situation involving a train,
[T; (i), Ts (i )] shows the other situation.

The constraint (16) updates the start time along the route.

4. Solutions

A hybrid SA algorithm is coded in MATLAB 7.0. The basic principle of SA comes from Baker (2001). The
performance of SA is often hindered by its slow convergence to optimal or near-optimal solution (Sait and Youssef,
1999). Therefore, a greedy algorithm is used to obtain the initial solution.

Let T (I) denote the temperature at stage i and Z; denote the total transportation cost of scheduled workload

sequence at stage i. T (i + 1) =T (i)>< 7 . The parameter 7 is used to control the temperature to go down step by step.

Its value is between 0 and 1. If the temperature of the process gets lower than the ending temperature, the process stops.
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The probability that the jth neighbor at stage i becomes the next seed is ¢ = min{l,e'AZ/T(i)} , where AZ=2,-7;.
Figure 1 shows the logic of hybrid SA in this paper.

Start

Y
Generate the initial
solution as a seed, and
keep it as the
Best_solution

Set T(1)=the average of
costs of serving a vertex
in the initial solution

Generate a neighbour
solution by swapping two
vertices randomly in the

seed

]

Calculate the probability
q; = min{l,e'ﬂ’m)}

No

Update the seed?

Use the new solution as
next seed

s it better than

the Best slution? Update the Best_solution

Is T(i) higher than
the ending temperature?

Figure 1. Procedure of the hybrid SA algorithm

An initial solution is obtained as follows.

Step 1: Build up four time-tables and four cost tables above, in which the first vertex is the depot vertex.

Step 2: Set the current vertex i as the depot.

Step 3: Select the next vertex j.

Step 3.1: Update the elapsed time.

Step 3.2: Select candidates from the remaining vertices whose serving time-windows can be satisfied.

Step 3.3: Choose those with the lowest cost from each cost table. Compare them and continue to choose one with the
lowest cost as the next vertex j. If there is more than one vertex with the lowest cost, the smallest vertex index
is selected as the next vertex j.

Step 4: If j is the depot, go to step 5; otherwise mark j as a scheduled vertex, set the current vertex i=j, and go to step
3.

Step 5: If all vertices are scheduled, stop; otherwise, go to Step 2.
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5 Numerical experiments

In this section, numerical examples are offered and the results are compared and analyzed.

5.1

Example setting

The data used in this paper are generated by the similar way in Zhang et al. (2009).

1
2)

3)

4)
5)

6)
7)
8)

Types of containers are generated randomly and each type has the same probability.

The loading/unloading times for an empty container at the depot, the terminal, and the customer locations are
distributed within the range of 2 min to 5 min.

The packing/unpacking times for a full container are distributed within the range of 5 min and 60 min. For an
empty container, this time is 0.

The traveling time between any two locations is generated in the interval from 0 to 6 h.

The lower bounds of the pick-up time windows of all the containers are distributed within the range of 8:00 am to
12:00 am. The interval lengths of pick-up time windows are generated as random variables in the interval from 0
to 3 h. The lower bounds of the delivery time windows for full containers are calculated by the corresponding
lower bounds of the pick-up time windows plus the traveling times between the corresponding customer locations
and the terminal. The interval lengths of the delivery time windows are distributed within the range of 2 h and 5 h.
Inbound empty containers only have pick-up time windows and outbound empty containers have only delivery
time windows.

The times of trains are generated randomly between 2 h and 6 h when vertex information is generated.

The cost for each container under rail is calculated by multiplying the train-travel time by a coefficient 0.3.

Time data are converted into integers from the beginning of a day. For example, 8:00 is converted into 480.

The serving times and serving time windows are calculated and the transfer time tables and cost time tables can be

calculated based on the above data.

An instance including five container vertices is randomly generated and cited in Table 4. The corresponding

traveling times are given in Table 5.

Table 4. Time windows of an instance including 5 containers

™
NO Type Customer ID Pl Pu DI Du
1 IF 3 710 841 941 941
2 OE 0 747 753
3 OF 2 530 639 762 686
4 OF 1 487 543 642 510
5 OF 5 627 737 737 913

(OE—Outbound empty container, IE—Inbound empty container, OF—OQOutbound full container, IF—Inbound full container;

Customer ID=0 means depot because requests regarding IE and OE are made by the depot.)

Table 5. Traveling times between pairs of vertices (D—Depot, T—Terminal, S—Station)

D T S 1 2 3 4 5
D 0 49 169 282 0 191 120 21
T 49 0 4 231 49 156 23 286
S 169 4 0 81 169 356 322 166
1 282 231 81 0 282 107 210 186
2 0 49 169 282 0 191 120 21
3 191 156 356 107 191 0 71 274
4 120 23 322 210 120 71 0 137
5 21 286 166 186 21 274 137 0

(It is assumed that locations of OE and IE are at the depot.)

The travel time by train is 225 min and the cost by train is 67.5 per container. The cost per minute under trucking

is 1.
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5.2 Experimental results

The experiments are tested on a computer with Intel® Core™2 Quad CPU Q8400 @ 2.66GHz 2.67GHz, 2.00GB
memory. In the hybrid SA algorithm, the ending time is setto 1 and 7 =0.9.

Table 6. Comparison of the three solution methods

Hybrid SA
Exarlxs%le Amoun.t of Amount of Ob;. CPU time Amount of Served by Served by
containers Customers .
value (s) trucks truck rail
1 5 5 1096.5 30.656 2 4 1
2 10 10 4048.2 45.337 5 6 4
3 20 20 7305.8 92.563 8 18 2
4 30 20 13335 106.859 15 19 11
5 40 20 11975 276.672 18 33 7
6 50 30 14392 715.625 26 40 10
7 60 40 21854 1341.516 29 30 30
8 70 50 31336 2660.828 40 53 17
9 80 60 23841 4375.453 41 71 9

The column “Amount of trucks” means the amount of trucks used in the schedule. The column “Served by rail”
represents the amount of containers involving train transportation while “Served by truck” represents the others only
involving trucks.

The hybrid SA algorithm takes longer and longer time to get an acceptable solution as the problem becomes bigger
and bigger. One of the reasons is that it needs more time to obtain an initial solution because containers are assigned to
trucks one by one under the time window constraints. For the very large problem, maybe we can reduce the time by
dividing it into several sub problems and combining them at last. That means we sacrifice some efficiency for shorter
time.

6. Conclusions

A container transportation problem under trucking and rail transportation modes has been studied. One depot, one
station, and one terminal are considered and four types of containers are involved with time windows. A graphical
model was developed to formulate a mathematical programming. A hybrid SA algorithm was proposed to solve this
problem and numerical examples are also studied to investigate the performance of the proposed algorithm. For further
studies, we should compare the algorithm with other heuristics.
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Abstract: The vehicle routing and scheduling problems have been studied extensively for various industries with
special needs. In this paper, a vehicle routing problems considering unique characteristics of electronics industry is
considered. A mixed-integer nonlinear programming (MINP) model has been presented to minimize the traveling time
of delivery and installation vehicles. A hierarchical approach using the genetic algorithm has been proposed and
implemented to solve problems of various sizes. The computational results show the effectiveness and the efficiency of
the proposed hierarchical approach. A performance comparison between the MINP approach and the hierarchical
approach is presented.

1. INTRODUCTION

In order to survive in this competitive business environment, a company must have ways to handle various materials of
concern cost-effectively. Especially in manufacturing industries, material handling methods for raw materials and
works-in-process are as important as the ones for final products. In order that material handling activities satisfy
business’ and customers' demands effectively, the vehicle routing and scheduling problems have been studied and
implemented extensively for various industries with special needs (Golden and Wasil, 1987; List and Mirchandani,
1991; Spasovic et al, 2001; Zografos and Androutsopoulos, 2004; Ripplinger, 2005; Prive et al, 2006; Claassen and
Hendricks, 2007; Ji, 2007). In this study, a variant of the vehicle routing problem (VRP), which has been characterized
in the electronics industry to satisfy its unique material handling needs as the paradigm of distribution has been shifted
from the past, has been presented.

In recent days, the electronics industry experiences rapidly-emerging changes in their post-sales service, i.e.,
delivery and installation. These trends tend to add the responsibilities of delivery and installation onto electronics
manufacturers, and the number of direct deliveries from electronics manufacturers to customers increases at an
explosive pace.

In addition, many newly-emerging products require not only the delivery, but also the professional installation;
these products include wall-mounting televisions (home theater systems), washers and dryers, refrigerators with water
purifying systems, special cook-tops, numerical control machines, computer servers, and etc.

There has been another organizational need that makes the task of planning for vehicle routing and scheduling
more complicated. The expense to maintain manufacturers’ nation-wide distribution and service network over
customers is too high to make it practical and economical. Therefore, manufacturers adopt the practice of outsourcing
the delivery to third parties and maintaining their own service teams or commissioning authorized service providers for
the installation service.

The VRP under consideration in this paper assumes that there exist two types of demands in a complex electronics
market: one type requires only the delivery, and the other requires both the delivery and the installation. Because it is
not efficient to have the skilled professionals with installation capability to drive the delivery vehicles, haul the
(potentially heavy) products, and provide the installation service, electronics manufacturers prefer to operate separately
two different types of vehicles (delivery and installation vehicles). It is assumed that delivery vehicles have a limited
loading capacity to carry the products and installation vehicles do not. Both types of vehicles start from a depot at the
beginning and return to the depot within a specified duration of time, i.e., maximum operation time. All delivery
demands of customers are known in advance. The sum of demands of customers assigned to a delivery vehicle cannot
exceed the loading capacity of the delivery vehicle. For the customers requiring only the delivery, a delivery vehicle is
allowed to visit them only once. For the customers requiring the delivery and the installation, a delivery vehicle and an
installation vehicle are allowed to visit them only once, respectively. In addition, there is an important constraint to
guarantee the quality of service, i.e., service level, which is defined as a maximum amount of time lapse between the
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arrivals of delivery and installation vehicles. An installation vehicle must visit a customer within the service level after
the visit (or arrival) of a delivery vehicle to (at) that customer. Therefore, the synchronization of both types of vehicles
is required to ensure the guaranteed quality of service for customers ordering both the delivery and the installation.
Figure 1 shows an example of the VRP under consideration and its potential solution. The example consists of 16
customers; 10 customers requiring the delivery-only (which are represented by the filled circles) and 6 customers
requiring both delivery and installation (which are represented by the clear circles). The solid and dotted lines are the
routes for delivery and installation vehicles, respectively. There are three delivery and two installation vehicles in
Figure 1. The arrival times of delivery and installation vehicles are shown next to the customers. The installation
vehicles can visit customers earlier than the delivery vehicle, which produces waiting times for installation vehicles at
the corresponding customer locations. If the installation vehicles visit customers later than the delivery vehicles, the
service level must be satisfied.

1:44*

0:51%

. Customers requiring Customers requiring
delivery-only both delivery and installation
—»  Route for delivery vehicles --»  Route for installation vehicles

- * Arrival time of a delivery vehicle
- ** Arrival time of an installation vehicle
- Service level is 0:30

Figure 1. An example of the vehicle routing problem under consideration

The VRP under consideration can be viewed as a combination of two traditional VRPs; one is the VRP for
delivery vehicles, which has the characteristics of capacitated VRP (Laporte et al, 1987; Campos and Mota, 2000; Toth
and Vigo, 2002; Pisinger and Ropke, 2007), and the other is the VRP for installation vehicles, which has the
characteristics of VRP with time windows (Kolen et al, 1987; Potvin and Rousseau, 1995; Braysy and Gendreau, 2005).

A mathematical programming model for this problem has been formulated and solved using commercially
available optimization software. The computational results show that it is difficult to obtain the optimal solutions for
even problems of small size. A hierarchical approach using the genetic algorithm (GA) has been proposed to solve the
problem under consideration efficiently in a reasonable amount of time. The hierarchical approach divides the problem
into two subproblems: the VRP for delivery vehicles in Stage 1 and the VRP for installation vehicles in Stage 2. The
vehicle routes and schedules for delivery vehicles are determined in Stage 1. Based on the results of Stage 1, the vehicle
routes and schedules for installation vehicles are obtained in Stage 2. The computational results also show that the best
results of Stage 1 do not always lead to the best results for the original problem. Various examples have been tested to
demonstrate the effectiveness of the proposed hierarchical approach and the computational results are given in Section 4.

This study can provide a management strategy to efficiently plan the vehicle routes and schedules for delivery and
installation vehicles and to effectively synchronize those vehicles.
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2. MATHEMATICAL PROGRAMMING MODEL

In this section, a mathematical programming model of the VRP under consideration is presented. The objective of this
model is to minimize the shortest distance or time of travels by all delivery and installation vehicles. The decision
variables provide optimal routes and schedules of delivery and installation vehicles. The VRP under consideration
includes a depot (at location 0) and N customers (at locations 1 to N), among which customers belong to A require both
the delivery and the installation (JA |[<N).

The notations for decision variables and parameters are explained in the following:

Decision Variables:

1, if the delivery vehicle p travels from location i to location j
Fiip {0, otherwise
1, if the installation vehicle q travels from location i to location j
Yia {O, otherwise
e; Arrival time of the delivery vehicle at location i, i€ A
f, Arrival time of the installation vehicle at location i, i€ A
W Waiting time of the installation vehicle at location 1, i€ A
u;, Subtour prevention variables for x;,
i Subtour prevention variables for y;;,
Parameters:
N Number of customers
K Number of delivery vehicles
S Number of installation vehicles
A Set of locations of customers requiring both delivery and installation
T; Traveling time from location i to location j
D, Demand of customer at location i
vC Capacity of a delivery vehicle
R; Time to complete an installation at location i, i€ A
OoT Available operation time per shift for vehicles
SL Service level

The problem under consideration is formulated as a mixed-integer nonlinear programming (MINP) model as

follows:
K N N S N N
Minimize Z = 22 2 T;Xy, + 22 2T,
p=1i=0j=0 q=1i=0j=0
K N
Subject to ZIZ{Xijp <K for i=0
p=lj=
N .
injp <1 for i=0,Vp
=
N N .
j;lxiip 2 X jip =0 for i=0,Vp
K N .
22Xy =1 for i=1...N
p=1j=0
K N .
22Xy, =1 for j=1...N
p=1i=0
N N .
jEOXUP _Exiip =0 for i=1...N, Vp
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N N
EDi(E)X”pj < ve for Vp
N
g)j:oTinijp < QT for Vp
uip_ujp+(N+1)Xi_jp <N for i#0,j#0,i#j,Vp
ixiip =0 for Vi, Vp
i=1
Xip = {0,1} for Vi, Vj,Vp
S N
22 Vi <SS for i=0,je A
q=1j=1
N .
2 Vi <1 for i=0,Vq
=
N N .
ZIYijq_Zlyjiq = O for 1=0,Vq
j= j=
s N .
22 Yiiq =1 for ie A
q=1j=0
S N .
ZZYU—q =1 for jeA
q=1i=0
N N .
_Z(:)yijq - Z(:)inq =0 for ieA, Vq
J= J=
Vig = Vig T (N+ Dy, <N for i#0,j=0,i=j,Vq
N
2 Yiiq =0 for i€eA, Vq
izl
Yijq = {0,1} for Vl, V_], Vq
eO = fO = W0 = RO — 0
f; —e; < SL forieA
w, 20, ¢, —f —-w,; <0 for ieA
K N .
zl.zoxijp(ei +Tij)_ej =0 for Vj
p=li=
S N .
Zzyijq<fi+wi+R;+Tij)_fi =0 for jeA
q=1i=0 k
N N
.OZ;‘)yijq<Tij+wi+Ri) = 0T for Vq
i=0 j=

The objective function is to minimize the traveling times of delivery and installation vehicles. The traveling
distance or the transportation cost can be used in the objective function instead of traveling times. The constraints can
be classified into three different sets; the first concerning the VRP for delivery vehicles (constraints (1)~(11)); the
second concerning the VRP for installation vehicles (constraints (12)~(20)); and the third concerning the
synchronization for both types of vehicles (constraints (21)~(26)). Constraints (21)-(25) guarantee the quality of service
by satisfying the service level (SL) for customers requiring both the delivery and the installation.

If an installation vehicle gets to a location earlier than a delivery vehicle, it sometimes needs to wait for the
delivery vehicles before the installation starts. An installation vehicle may not leave immediately after the installation at
a location to avoid waiting at the next location or to make other arrangements. The waiting time (w;) of the installation
vehicle at a location is defined as an amount of time spent before or after the installation at the corresponding location.
We also tested another mathematical programming model by replacing constraint (23) with another constraint, max{0,
e;— fi} — w; =0, in order to remove the waiting time after the installation at a location. Since the third set of constraints
includes nonlinear ones, the mathematical programming for the VRP under consideration is more complicated than the
original VRP that can be formulated as a mixed integer programming (MIP) model.
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3. HIERARCHICAL APPROACH USING THE GENETIC ALGORITHM FOR
SYNCHRONIZATION OF DELIVERY AND INSTALLATION

Therefore, it is necessary to develop a systematic approach not only to find routes and schedules for delivery and
installation vehicles but also to synchronize both types of vehicles. A search of routes and schedules for delivery
vehicles and the other search of routes and schedules for installation vehicles can be defined, as subproblems of the
original problem, respectively. In order to obtain good solutions of the original problem, a hierarchical approach dealing
with two subproblems is presented in this paper.

The proposed hierarchical approach divides the original problem into two stages and each stage contains a
subproblem. The subproblem in Stage 1 is a VRP for delivery vehicles, and the other subproblem in Stage 2 is a VRP
for installation vehicles. From the subproblem in Stage 1, a set of routes and schedules for the delivery vehicles is
generated. The generated set of routes and schedules is a partial solution of the original problem and is also used as
input data of the subproblem in Stage 2. Based on the partial solution from the subproblem in Stage 1, a set of routes
and schedules for the installation vehicles is determined in the problem in Stage 2. The set of routes and schedules for
installation vehicles is the other partial solution of the original problem. The synchronization of two types of vehicles is
automatically completed while solving the subproblem in Stage 2. Finally, two partial solutions from the subproblems
are consisted of the solution to the original problem.

The subproblem in Stage 1 involves the characteristics of capacitated vehicle routing problems (CVRP). The
subproblem assumes that all delivery vehicles have an identical loading capacity. They must return to the depot within a
specific time, called maximum operation time. The limited loading capacity and the maximum operation time need to be
considered when customers are assigned to delivery vehicles. All customers can be visited only once by a single
delivery vehicle. It also assumes that unloading times for all customers do not exist in this paper but it can be modified
without loss of generality. Fixed cost per delivery vehicle is considered in the proposed algorithm to minimize the
number of delivery vehicles in operation, but it can be omitted. The algorithm for the subproblem in Stage 1 determines
routes and schedules for the delivery vehicles and their arrival time at all customers. The arrival times of delivery
vehicles at the customers who require both the delivery and the installation are later fed to the subproblem in Stage 2, in
order to be considered for the synchronization of delivery and installation vehicles.

The subproblem in Stage 2 includes the characteristics of vehicle routing problems with time windows (VRPTW).
The loading capacity of installation vehicles is not considered since the installation requires the service to be rendered,
not the goods. Similar to the subproblem in Stage 1, all installation vehicles must return to the depot within the
specified maximum operation time. Installation vehicles must visit all customers requiring both the delivery and the
installation. The customers must be visited only once by a single installation vehicle within a specified lapse after a
delivery vehicle arrives at the corresponding customers. That is, installation vehicles must visit customers for the
installation service within a specified duration after the delivery, so as to guarantee the quality of service. This specified
duration is defined as service level. Hence, each customer requiring both delivery and installation has a time window for
which he/she expects a visit (or arrival) by an installation vehicle. It assumes that the lengths of the time windows for
all customers are identical but it can be relaxed without loss of generality. If an installation vehicle arrives earlier than a
delivery vehicle for the customer or arrives earlier than the beginning of the time window for the corresponding
customer, the installation vehicle must wait at the location of the customer before it starts the installation service. The
waiting times of installation vehicles can be considered as a penalty. It is assumed that installation service requires the
same amount of time, installation time, for each customer. Fixed cost per installation vehicle is considered in the
proposed algorithm to minimize the number of installation vehicles used. The algorithm for the subproblem in Stage 2
determines routes and schedules for all installation vehicles.

Finally, for a solution of the original problem, a set of routes and schedules for all delivery and installation
vehicles are decided through this hierarchical approach using genetic algorithms. The fitness function in the GA for
Stage 1 considers the travel times and the fixed costs of all delivery vehicles while the one for Stage 2 considers the
travel times, waiting times and the fixed costs of all installation vehicles.

The GA has been applied to many combinatorial optimization problems successfully in the past (Reeves, 1994;
Jung and Haghani, 2000; Ozdemir and Mohan, 2004; Marian et al/, 2006). The GA does not guarantee the optimality
due to its stochastic nature, but it finds good near-optimal solutions in significantly lesser computational time. To
effectively obtain good near-optimal solutions for the problem under consideration, the GA has been used in the
hierarchical approach. For each subproblem, a one-dimensional array has been used to represent a potential partial
solution. Figure 2 illustrates the genetic representation of an individual in the population for the subproblem in Stage 1.
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(a) Gene representation before decoding
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(b) Gene representation after decoding

Figure 2. The genetic representation for the subproblem in Stage 1

Let N be the number of customers for the problem under consideration and n; be the number of customers who will
be assigned and served by delivery vehicle i. An individual consists of N genes (g, g2, ..., gv) in Figure 2(a). The genes
contain the indices of customers requiring the delivery. Since each customer is allowed to be visited by a single delivery
vehicle, the index of a customer must be shown only once in the genetic representation. The decoding procedure in the
GA for the subproblem in Stage 1 determines the route and schedules of each delivery vehicle in operation. In order to
assign customers to a delivery vehicle, a greedy method has been used in consideration of the customers’ demands, the
loading capacity of delivery vehicles, and the maximum operation time. After the decoding process, the individual is

interpreted as Figure 2(b). A set of customers, who are indicated by genes fromg ., ;, to g, n, > are allocated to the first

delivery vehicle (v;). The remaining customers are assigned to other delivery vehicles in the same manner. The
alternating shade in Figure 2(b) represents groups of customers served by different delivery vehicles. The genetic
representation of an individual in the population for the subproblem in Stage 2 has been developed in a similar manner
and omitted due to the redundancy.

In the subproblem in Stage 1, the traveling times and the fixed costs of used delivery vehicles are considered to
calculate a fitness value of an individual. Let 7, be the sum of the traveling times of all delivery vehicles and J, be the
sum of the fixed costs of delivery vehicles used in individual a. The fitness value of individual a for the subproblem in
Stage 1 (w,) is defined as follows;

1
T, =——
‘o, 40,

In the subproblem in Stage 2, the sum of the traveling times, the sum of the waiting times and the sum of the fixed
costs of installation vehicles in operation, are considered to calculate a fitness value of an individual. Let ¢, be the sum
of the traveling times of installation vehicles, @, be the sum of the waiting times of installation vehicles, and y, be the
sum of the fixed costs of used installation vehicles in individual 5. The fitness value of individual » for the subproblem
in Stage 2 (p,) is defined as follows;

1
Py ="
Pp T O Ty

An individual which has a higher fitness value than others has a higher chance to participate in reproduction. The
roulette-wheel selection procedure is used in the proposed GA. The probability for an individual to be selected for
reproduction is the fitness value of the individual over the sum of all individuals’ fitness values in the population.

A hybrid crossover procedure has been proposed and implemented to efficiently and effectively reproduce new
offspring from two parents in the current population.

The proposed hybrid crossover procedure is described as follows.

Step1l:  Two individuals (P1 and P2) in the current population are randomly selected.

Step2: A vehicle used in one parent (P1) is randomly chosen. The sequence of customers’ indices (or genes)
assigned to the corresponding vehicle are copied to the beginning of the new offspring. The copied
genes will be deleted from P1 and P2.

Step 3:  Perform the one-point crossover over the remaining genes of P1 and P2.

Step4:  Append the result of Step 3 to the new offspring from Step 2.

An exchange mutation procedure has been used in the proposed algorithm by swapping two genes from an
individual selected randomly at the mutation rate (Gen and Cheng, 2000). The ranking replacement strategy has been
used to construct the new population for the next generation in the proposed algorithm (Chu and Beasley, 1998).

The proposed GA terminates when the number of generations reach a specified limit or no improvement of the
best solution is observed over a specified number of generations, which is called improvement interval. The individual
which has the highest fitness in the final generation is interpreted as the best known solution for the problem.
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4. COMPUTATIONAL RESULTS AND CONCLUSION

All computational experiments are carried out on a personal computer with a 3.4 GHz Pentium 4 CPU and 2.0 GB
RAM. The MINP model in Section 2 has been programmed and solved by Lingo version 10.0, one of commercially
available software for linear and non-linear programming models. The proposed hierarchical approach using the genetic
algorithm in Section 3 has been implemented in C++ programming language using the Microsoft Visual Studio.NET
Framework 1.1 version.

All customers are randomly located in a 100x100 square area and a single depot is located in the center. The
hierarchical approach using the genetic algorithm has solved the problem through two stages. For the GA used in the
proposed hierarchical approach, the following parameters are used. The size of the population is 200. The crossover rate
and the mutation rate are set to 0.8 and 0.1, respectively. The GA terminates if the number of generation reaches 1000
or there is no better solution than the current best solution in the improvement interval of 200.

An exemplary test problem has been solved and presented to show the effectiveness of the hierarchical approach
using the genetic algorithm. There are 30 customers requiring the delivery while 10 customers require the installation.
The delivery demand of each customer is between 2 and 10; there are § delivery vehicles at the depot and the loading
capacity of delivery vehicles is 20; there are 3 installation vehicles at the depot; the installation time and the service
level are 10 and 60, respectively; and the maximum operation time is 480.

Figure 3 shows the best solution produced by the proposed hierarchical approach. The solution uses 8 delivery
vehicles and 2 installation vehicles. The proposed algorithm has been completed in 1.87 seconds and the sum of the
travelling time of delivery and installation vehicles is 1111.43. The routes from and to the depot have been omitted for
the simplicity in Figure 3.
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Figure 3. The routes of delivery and installation vehicles in the best solution of example 1

In this paper, a new type of VRPs in electronics industries has been identified and introduced. The problem under
consideration has two types of demands: one type requires only the delivery, and the other requires both the delivery
and the installation. To satisfy both demands, electronics manufacturers prefer to operate separately two different types
of vehicles (delivery and installation vehicles). There is an important constraint to guarantee the quality of service, that
is, an installation vehicle must visit a customer within a specific duration after the visit (or arrival) of a delivery vehicle
to (at) that customer. Therefore, the synchronization of both types of vehicles is required to ensure the guaranteed
quality of service for customers ordering both the delivery and the installation.

The MINP model for the problem under consideration has been formulated and solved using the commercially
available software, Lingo. In addition, a hierarchical approach using the genetic algorithm has been proposed and
developed to solve problems of significant sizes. The MINP model using Lingo has only been able to find the optimal
solutions for small problems in a considerable amount of time. To verify the effectiveness and performance of the
proposed hierarchical approach using the genetic algorithm, various test problems have been randomly created. The
computational results show that the proposed hierarchical approach is able to find the optimal or near-optimal solutions
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to problems of various sizes in a reasonable amount of time.

In addition, the computational results show that the result of the subproblem in Stage 2 is subject to the result of
the subproblem in Stage 1 in the proposed hierarchical approach. The best solution of the subproblem in Stage 1 does
not guarantee that it produces the best solution of the original solution. The future research will be performed in a
direction to considering both subproblems at the same time.
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FUTURE FOR THE AUTOMATION OF CONTAINER TERMINALS

Michael G H Bell
Professor of Transport Operations
Port Operations Research and Technology Centre
Department of Civil Engineering
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Abstract: Container term inal au tomation is g radually sp reading, startin gin Europe with R otterdam an d
Hamburg. This presentation looks at the evolving technology for automation with respect to the different modes
of ¢ ontainer t erminal operat ion. F or st raddle carri er t erminals, it looks at th e Au tostrad fro m P atrick, its
performance so far i n Brisbane, and prospects for a doption el sewhere. For rail mounted gantry terminals, it
looks at the popularity of the Automatic Stacking Crane and the different configurations to be found. Different
forms o fau tomated h orizontal tran sport, ranging fro m Automatic Guid ed Veh icles to Au tomatic Liftin g
Vehicles, are presented along with their a dvantages a nd di sadvantages. It is not ed t hat Aut omatic Li fting
Vehicles e ffectively decouple horiz ontal from v ertical tran sport, allowing a sm aller fleet size, however the
technology is more complex, costly and less reliable. The semi-automation of quay cranes is also described. The
economic and environmental drivers behind automation are analysed, commenting on the prospects for hybrid
and regenerative techn ology. The b arriers to au tomation, in p articular labour unions, co st, in flexibility, and
problems of software integration are also analysed. The presentation culminates with an assessment of the future
for automation as the shipping industry emerges from the current economic crisis.
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E-Mail: kopfer@uni-bremen.de

1. INTRODUCTION

In this talk an overview of the typical problems to be solved for operational transportation planning will be presented
and it will be sh own how t hese prob lems and th e co rresponding m odels ch anged over tim e. At first th e original
Traveling Salesman Problem (TSP) and the first version of the Vehicle Routing Problem (VRP) are presented. Then a
brief outline of classificatio ns for v ehicle routing problems is p resented. This outline focuses on the p roblems which
have been investigated most intensively in literature during the last decades. Subsequently, the characteristics of typical
problems arising in t he wider area of operational transportation planning are discussed and it is demonstrated how the
planning tasks evolved from the simple original TSP and VRP to more complicated and comprehensive problems which
are investigated in current research and applications.

2. COMPONENTS OF THE OPTIMIZATION MODELS

The objective functions of state-of-the-art models for operational transportation planning problems evolved from the
primal goal of minimizing the sum of the driven distances of all vehicles to more realistic and complex goals. These are
for i nstance t he m inimal num ber of used ve hicles, m inimal operat ion t ime, minimal operat ions cost s, m aximal
flexibility, maximal reliability, minimal fuel consumption, minimal pollution, maximal environmental sustainability and
last n ot least m ore co mplicated co mpound multi-objective g oals referring to costs, serv ice levels and eco logy. The
restrictions for the models representing vehicle routing problems changed from (a) a set of simple conditions for visiting
all customers, route continuity and cap acity limitations over (b) the introduction of time aspects, e.g. by windows and
even multiple time windows to (¢) complex descriptions of the solution space re presenting complicated situations with
important restrictions which should not be ignored like e.g. drivers’ driving time limitations and break scheduling.

In c onventional ap proaches, the construction of routes and schedules has been restricted to ve hicles pe rforming the
transportation tasks. T he planning data for the goods to be transported have been considered as fixed and given in
advance. In some progressive approaches the set of objects for which plans have to be derived (i.e. objects which are to
be routed and scheduled) is extended to the cargo or to the used loading equipment. Loading equipment becomes more
and more expensive and it often is a scarce resou rce which itself must be planned for transportation in order to have it
available in spite of given imbalances. That is why resource planning for loading equipment becomes more and more
important. In some approaches cargo can autonomously plan its way from its origin to its destination using a given
infrastructure for transportation services. Of ¢ ourse, in these scenarios a matching of the cargo’s planning and the
planning for the vehicles providing the needed services is necessary. In other approaches, containers or swap bodies are
objects of routing, too. With respect to routing, containers and swap bodies are passive objects since they cannot move
without being carried by a vehicle which takes over the role of an active object. T hus, the routes of t he used vehicles
and the used containers must be matched in such a way that the routes of the different types of objects are optimized
and each container movement is assigned to a specific vehicle transportation task.

Originally, the task of vehicle routing and scheduling concentrates on the optimization of the entirety of all constructed
routes for a given set of transportation requests and a given (maybe capacity-limited) set of transportation resources. In
this case, the planning process is oriented towards a given optimization criterion which usually is related to the degree
and amount of used transportation resources. In addition to that original task, some advanced approaches try to arrange
the routing and sche duling in such a way that di fferent r outed o bjects are sy nchronized; e.g . di fferent ve hicles are
synchronized because they have to e xchange swa p bodies at a prede fined location or in scena rios of container
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scheduling the re must be a synchronization betwee n containers and vehicles because for each le g of its route eac h
container needs a vehicle assigned to the resulting transportation task.

Finally, the scope considered for generating transportation plans is extended form the fleet of a single enterprise to the
more challenging problem of harmonizing the planning of several enterprises being partners in a collaborative planning
process. Such collaborative approaches allow the partial exchange of transportation requests among the partners and
thus offer the chance for finding improved solutions with an additional collaboration profit. Examples for ch allenging
research tasks in the area of collaborative transportation planning are the d efinition of suitable and reliable exchange
mechanisms and the development of fair and sustainable profit sharing models. Some approaches even go beyond the
before m entioned t ype of c ollaboration (e xchange o f't ransportation r equests) by a pplying a co ncept fo r s haring
transportation reso urces. In particular, models for sharing containers a mong se veral partners might be a remedy to
reduce empty container transportation.

3. CURENT RESEARCH FIELDS

In general, there are several problem fields in the area of operational transportation planning which arise from the above
trends for the evolvement of models for vehicle routing and scheduling. These fields refer to the following topics:

- Green transportation,

- Integration of self-fulfillment and sub-contraction,

- Synchronization of routes; e.g. between several vehicles or between active and passive transportation objects,

- Combination o f vehicle rou ting p roblems with rela ted prob lems; e.g . co mbining v ehicle with lo cation
problems (location-routing problems) or combining routing and flow problems (in hinterland transportation
planning or the integration of self-fulfillment and sub-contracting),

- Collaboration in groupage systems for request exchange, exchange of loading s pace, (temporary) sharing of
vehicles, container sharing.

The above problem fields constitute exciting and challenging research tasks. These problem fields will be presented and
shortly discussed in th is con tribution. Additionally, so me important ¢ hances and obstacles for t he research in t hese
fields will b e ch aracterized. So me selecte d field s will b e treated m ore in tensively b y in troducing an d discussing
illustrating examples.
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Abstract: Logistics and Supply Chain management has becom e a competitive tool in m any industries. Supply chain
perspective has led the industry to see through the process integration from upstream to downstream. In Thai land,
healthcare supply chain has been regarded partially in hospital. The supply chain concept has just been introduced to
this industry at an early stage. It is evidenced that healthcare industry in Thailand still suffers from inefficient process,
inconsistent and inaccurate data information. Lacking in transparency throughout the chain makes it difficult to track
and trace patient data and  product data. Furtherm ore, each player in healthcare s upply chain, m anufacturers,
distributors, healthcare providers, tends to develop its own data language. Therefore it discourages the player to share
information with its partner. The lack of integrity in supply chain has beco me a facilitating factor for the growing
problem of counterfeiting. This problem not only leads to economic loss but also has a negative impact on patient safety
in Thailand.

The purpose of t his paper ist o revi ew probl ems and ch allenges i n heal thcare arena regardi ngt o suppl y chain
management. It is found that standardized coding, operational re-engineering and Implementing information technology
are promising performance improvement. The paper develops a framework for healthcare supply chain improvement in
Thailand. It urges both policy makers and implementers to realize national health problems as well as identify rooms for
further research and improvement.

1. INTRODUCTION

Logistics and Supply Chain management has become increasingly important in recent years as supply chain perspective
has led the ind ustry to see through the process in tegration fro m u pstream to downstream. Du e to th is strategy, it
enhances trading partners to share their information and cooperate to improve efficiency of the supply chain. Effective
coordination along the chain has played an important role in focusing on the innovation, flexibility and speed that bring
about the competitive advantage necessary for survival in a competitive business world (Turhan & Vayvay, 2009).

Supply chain management is more complex in healthcare industry. In this area, com panies and hospitals have to
do highly accurate job as cost of error might be someone’s life. (Mustaffa & Potter, 2009; Turhan & Vayvay, 2009)In
Thailand, healthcare industry has been regarded partially in hospital. Operations and co-ordinations across players have
been neglected. The supply chain concept has just been introduced to this industry at an early stage. It is evidenced that
healthcare industry in Thailand still suffers from inefficient process, inconsistent and inaccurate data information. This
idea is supported by one of the biggest state-owned hospital’s case study in Thailand, the case study shows that there is
a lack of pr oper inventory management and an in efficient internal supply chain (Kritchanchai and Suw andeechochai,
2010).

1.1 Supply chain management in healthcare industry

Gattorna (1998) descri bes a heal thcare business as itis provided by a variety of product and service enterprises
including medical consumables, pharmaceuticals, catering, laundry cleaning, waste management, home-care products,
information technology, vehicle fleet management and gene ral supply. A typical supply chain is a com plex network
consisting of many different parties at various stage of the val ue chain (Kri tchanchai & Suwandeechochai, 2010;
Rossetti, 2008 Mustaffa & Potter , 2009; Turhan & Vayvay,2009; Burn, 2002). Generally, healthcare supply chain has
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similar core st ructure likewise other industries’ supply chain as i t composed of input, process and output. There are
material flow and information flow along the chain (Kritchanchai & Suwandeechochai, 2010). Under the concept of
supply chain management, the merchandises are produced and delivered to the right quantities, at the right location and
at the right time (Rossetti, 2008).However, Turhan and Vayvay (2009) argue that it is a must in healthcare industry as a
cost of error might be someone’s life

According to Mustaffa and Potter (2009) and B urns (2002), the four m ajor types of pl ayers are Manufacturers,
Distributors, Healthcare providers and Payers. The typical supply chain can be found in Figure 1. Manufacturers include
primary and secondary manufacturers. In term of primary manufacturer, this refers to any manufacture that involves the
creation of act ive ingredient cont ained wi thin the m edications. Primary m anufacturers act as a suppl ier for second
manufacturer. After obtaining active ingredients from primary manufacturers, second manufacturers are responsible for
transforming active ingredients into a useable medicine such as capsules, tablets, solution and so on. It can be said that
manufacturer section influences on  the pharm aceutical pri ces, assessing expected dem and, future com petition and
project marketing costs.

Manufacturers |:> |:> |:>
Distributors Healthcare Payers

Providers
- Primary mfgrs - Drug mfgrs =TIOSPITars - Patients
- Second mfgrs - Wholesaler - Physicians - Government
- Third party org. - Pharmacies - Employers

Figure 1. Healthcare supply chain (Adapted from Mustaffa and Potter (2009) and Burns (2002))

The finished products then are distributed to heal thcare providers by distributors, whol esalers or m anufacturers
itself. Instead of allowing a third-party to deliver their products, there are many manufactures that are responsible for
distributing their own products al lowing t hem to 1 everage m argin on sel f-manufactured product s to di scount t he
distribution fee. This might solve the problem caused by the third party distributors deliver the substitute products to the
hospitals. As it is found that in several cases the third-party distributors cut its inventory stock of the competing product
due to reducing cost of stock control.

2. LITERATURE REVIEW
2.1 Current problem

Healthcare industry has suffered from poor quality information which contributes ineffective healthcare services and
also negatively affects the out come of treatment for patients (Gi bbons, 2009).This i s supported by the studied in
Shanghai. It found that three major aspects have caused traceability problems in Implanted Medical Devices (IMD).
Firstly, information recorded during th e process was inaccurate. Secondly, Manuf acturers hardly collect the actual use
data from hospital so that they are not able to fulfill their post-market responsibilities. Thirdly, the information of IMD
use was not transparent so that it is really hard to protect patient safety, rights and interests (Yan, 2009). Inconsistent
and inaccurate product information negatively impacts the rest of healthcare supply chain in the U.S as well. Each year
more than $11billon of waste has been spent due to inefficient process, order and invoice error and outdated information
technology (Pleasant, 2009).The difficulty faced by NHS, healthcare provider in UK, is that the lack of data standards
contributes to many data silos. Data is available in a la rge volume whereas quality information is in short supply. From
the NHS database, it contains 130 different descriptions of one single product. Due to this problem, it means that the
analysis of expendi ture and demand requirement in term of time and resources across organizations is very costly in
term of time and resource (Gibbons, 2009). Gibbon(2009) highlights that without standards to identify the products and
supplier, the accuracy cannot be certain and the transparency is limited.

Worse, heal thcare suppl y chains exi st as hi ghly fragm ent systemsi n which m anufacturers, distributors,
wholesalers and provi ders operate independently from one another. Fragmentation complicates the task of connecting
the thousand of partner involved at any stage in the chain (Dobrzykowski & Vonderembse, 2009; Burns, 2002). Burns
(2002) also addresses that all partie s in healthcare industry still lacks coor dinated effort and knowledge sharing.
Gibbons (2009)states that healthcare is an information intensive environment and the availability of quality information
is essential for t he delivery of safe and effect ive healthcare services . Due t o lack of i nformation sharing the supply
chain acts more to push products down the chain rather than pull them from the customer. As a consequence, each stage
holds inventory to prevent stockouts and providers order products based on just-in-case inventory planning (Burns,
2002).
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Moreover,itis apparent t hat inefficient process leadsto poor perform ance and avoi dable cost in heal thcare
industry(Kumar, 2008).The Glaxosm ithkline, a pharm aceutical company, found that the traditional custom er managed
lead to the inability to meet changing demand pattern and increased transportation costs due to inefficient planning and
difficulties for the supplier to determining production capac ity (Danese, 2004). Guy’s & St. Thomas hospital faced
difficulty because the traditional system of hospital pharmacy has inherent efficiencies and recruitment and retention
problems with the pharmacy profession. Due to this problem, it affects directly to hospital service and patient safety
(McRobbie et al.,2003) The complicated role of professional healthcare also impacts on hospital process. Owing to the
diverse management structure in hospital, providing co-ordinate care was difficult (Nicholson, 1995). It can be seen that
three groups of probl ems are apparent . There are i nefficient busi ness process, dat a i nconsistency and fragm ented
system.The table 1 illustrates the problem found in healthcare industry.

Table 1. Problems in healthcare industry

Studies Highlighted key finding Problem categories

Nicholson (1995) Owing to the diverse management structure in Inefficient business process
hospital, providing co-ordinated care was difficult

McGrath and More (2001) Poorly integrated Information system Data Inconsistency and Fragmented system

Burns (2002) All parties in healthcare industry still lacks Data Inconsistency and Fragmented system
coordinated effort, strategic alliance formation and
knowledge sharing

McRobbie et al. (2003) Inherent efficiencies and recruitment and retention Inefficient business process
problems within the pharmacy profession impacts
on healthcare service and patient safety

Danese (2004) The traditional customer managed inventory leads Inefficient business process
to the inability to meet changing demand pattern
and increased transportation costs

Kumar et al. (2008) Increasing operating cost is caused by the Inefficient business process
inefficient centralized supply system and material
management
Dobrzykowski and Vonderembse | A fragmented system in healthcare industry limited Fragmented system
(2009) communication among all parties
Gibbons (2009) Poor quality information leads to ineffective Data inconsistency

healthcare services and negatively affects the
outcome of treatment for patients

Pleasant (2009) In the US, healthcare industry suffers from Data inconsistency
inconsistent and inaccurate product information

Yan (2009) Three major aspects have caused traceability Data inconsistency
problems in Implanted Medical Devices (IMD)in
Shanghai

2.2 Enhancing performance improvement and supply chain integration

Regarding to the current situation, we conducted a literature review in order to find out how health care enterprises
adopt the strategy to alleviate these problems and improve their operational performance. To promote healthcare supply
chain improvement, st andardization has been m ajor concern. Im plementation of st andardization cont ributes t o
information sy nchronization so t hat all st akeholders are able to speak t he sam e electronic I anguage (Krey sa and
Denecker, 2009). According to European Federation of Ph armaceutical Industries and Associations’s report (2008),
European countries have experienced in im plementing standardization. At the initial stage, it mainly used by
manufacturers, distributors and pharmacists for1 ogistical propose whereas, t oday, iti s al so widely used for
administrative reasons as well (EFPIA, 2008). In 2007, A premier healthcare industry provider, an American healthcare
industry leader, accelerate the use of a single unique device identification (UDI) system in healthcare industry by
proposing the requirement to their supplier to incorporate certain standard in order to win contracts(Pleasant, 2009).
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Moreover, Shanghai Food and Drug  Administration began to im plement the IMD traceability system  in
November 2006 due to post-market surveillance purposes. The tracking system covers more than 100 hospitals using
IMDs in Shanghai and t he IMDs included high-risks devices such as ort hopedic internal fixation devices, orthopedic
implants, synthetic crystals, breast im plants, and pacem akers(Yan, 2009). NHS trusts in UK and its suppliers  have
experienced the i mplementation of com mon dat a st andard across the procurem ent and commercial system s. This
enables interoperability between systems, allowing automation which reduces the resources required, removes errors,
increases compliance and reduces risk (Gibbons, 2009).

Gibbons (2009) highlights that more effective process and better relationships provide a higher quality supply
chain. To enable the effective delivery of high quality information organizations on the demand and supply sides of the
healthcare, network must be able to share data. Currently, Healthcare providers attempts to integrate upstream with the
manufacturers, wholesalers and distributors (Rossetti, 2008). After im plementing procurem ent eEnablement
technologies provide t he NHS wi th ani mportant opport unity to enhancei ts capaci ty t o m anage procurem ent
information, improve its commercial and procurement processes and remove waste and duplication (Gibbons, 2009

Besides this, heal thcare provi ders underst and i nformation and communication has a pot ential for i mproving
delivery and quality of care. Therefore th ey im plement inform ation technology so as to share inform ation to their
patients. (Dean, 2003). In Italy, the development of the new national healthcare information systems (NSIS) has taken
place in the context of gradual change. The NSIS woul ~ d becom e a “connectivity backbone” between regional IT
systems which em power the SSN (Servizi o Sanitario Nazionale-National Health care service) m ore efficient and also
delivering bet ter servi ces t o t he i ndividual (B ergamachi, 2003). Kai ser Perm anenete-the 1 argest non-profi t health
maintenance organization in the USA with 8.4 million members nationwide which signed a 1.6 billion euro contract in
early 2003 for a highly pervasive EHR program (Mori, 2003).

In heal thcare industry, business process redesign isused to implement organi zational transformations t owards
more customer-focused and cost-effective care. McRobbie et al.(2003)studied the introduction of pharmacy service near
patient ward to simplify discharge processes. Re-engineering pharmacy service resulted in e fficiency of service, more
appropriate use of skill mix and the quality use of medicines. Derbyshire Royal Infirmary, a trust in UK, lau nched a
business process re-engi neering project. Accident and emergency was selected as a pilot site. This project focuses on
Changing the role —specific culture to create more flexibility and to be more responsive to sudden change in workload
(Nicholson, 1995).

Table 2. Inventions of healthcare supply chain improvement

Study Highlight key finding Intervention

Nicholson (1995) Focused on Changing the role —specific culture to Business process re-engineering
create more flexibility

Bergamachi (2003) In Italy, the development of the new national healthcare Information sharing
information systems (NSIS) has taken place in the
context of gradual changeAcademic Pediatric Practice.

Study Highlight key finding Intervention

McRobbie et al.(2003) Studied the introduction of pharmacy service near Business process re-engineering
patient ward to simplify discharge processes.

Mori (2003) Kaiser Permanenete-the largest non-profit health Information sharing
maintenance organization in the USA implemented
EHR program
European Federation of European countries have experienced in implementing Standardization and information
Pharmaceutical Industries and standardization. sharing

Associations’s report (2008)

Rossetti (2008) Healthcare providers develop strengthen relationship Information sharing
and integrate vertically upstream with its suppliers due
to an increasing in material and supply costs

Gibbons (2009) The implementation of data standard across the Standardization and Information
procurement and commercial systems by NHS trusts in sharing

UK and its suppliers enables information to easily
transfer between systems.
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Kreysa and Denecker (2009) The Implementation of GS1 standards in healthcare Standardization
industry
Pleasant (2009) The Premier healthcare alliance implement global Standardization and information
standard in order to improve its operational sharing
performance
3. FOCUSED GROUP

To enhance heal thcare supply chain improvement in Tha iland, several workshops have been conducted, under t he
project of National Research University. In the workshops, we invited various players in healthcare industry including
hospital’s board of di rectors, pharmacists, system engineers, private supplier and distributors and expertise from other
industries. The purposes of these workshops were to find out the way to enhance performance improvement and supply
chain integration in heal thcare. National st andard has been one of concerned i ssues am ong trading partners in the
industry. Heal th care i ndustry i nvolves a com plicated net work; i ncluding m anufacturers, di stributors, healthcare
providers and reimbursement institutions. Each player tends to develop its own code in order to succeed particular goal.
While manufacturers and di stributors devel op the code for the management of trade flows and 1 ogistical purposed,
healthcare providers adopt a codi fication system public health reason. Even t hough these enterprises are i n the same
chain, they speak different language which affects to the flow of information along the chain. Worse, it is impossible to
select one of t hese codi fication sy stems for and i mplement to all players in the industries. Since the codification is
created to particular player it still lacks in essential information for another player. This has raised the question whether
healthcare industry in Thailand should develop the national standard for product identification or select the existing
global standard to implement. Therefore, all players in the industry would speak the same language.

Additionally, it can be seen that healthcare industry is a fragmented industry as it consists of a l arge amount of
parties. All this parties tend to operate independently wit hout coordinated effort or any particular concern on alliance
formation. Notwithstanding, t o enhance i ntegration healthcare supply chain, it requires t rading part ner t o i mprove
business relationship and share more in formation. Inform ation sharing am ong trading partner taken into account
However, there are two challenges that should be concerned in the healthcare industry before sharing information which
are; confidentiality and system security. Regarding to confidentiality, it should be considered the extent of which
information will be shared to the supplier in order to improved material management and which information that are not
allowed to be shared due to the policy or the legislation. Another challenge is the system security. Both trading partners
has to decide the level of integration and then considerable effort goes into identifying technologies that provide strong
system defenses against external attack and given it is healthcare, the costs are justified.

Business process re-design is another issue that various organizations have taken into account. In the focus group,
we have di scussed why firms tend t o i mplement this “C hange” strategy i nstead of carry on the former strategy.
Problems identified include customer dissatisfaction, difficulties with current material management and cost that higher
than necessary . Therefore heal thcare enterprises found t hat the former st rategies were not able to deal with these
problems. As a consequence, they decides to implement a business process re-engineering strategy and aim to achieve
dramatic improvement in critical performance measurement such as cost, quality, service and speed. Additionally, the
use of information technology is conceived as a cont ributing fact or t hat enhances fi rms seeking for t he change of
structure organization. It can be concl uded that the business process re-engi neering is necessary in order t o improve
business efficiency and responsiveness.

4. PROPOSED FRAMEWORK

As mention above, we conducted the literature review so as to find out the current problems occurred in the healthcare
industry and the adopted strategy for alleviating all these problems. Regarding to the literature review, we can conclude
that there are three m  ains problem s wh ich are inconsistent and inaccurate  information, fragm ented system and
inefficient busi ness process. Due t o these problems, t hey pose t hreat for all pl ayers i n heal thcare i ndustry. Thus,
healthcare enterprises have sought several strategies to deal with these problems. As a consequence, it comes up with
three interventions; standardization, information sharing and business process re-engineering. Firstly, implementation of
set of standard and system enable suppliers and buyers to identify and navigate the product along the chain. Therefore
this intervention ensures correct products are del ivered to correct locations, leading to an i ncrease in patient safety.
Secondly, healthcare enterprises tend to implement information technology in order to facilitate product inform ation to
their trading partner. Benefit gain ed from inform ation technology isto enable traceability and contribute to
improvements in patient safety. Thirdly, business process re-engineering is also a recommended intervention when the
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former strategy fails to meet the p erformance measurement; cost, quality, service and speed. Therefore, the change
strategy is able to enhance process efficiency and responsiveness.

Regarding to the focused group, it also supports the idea from the literature review. It can be concluded that the
need for accurate and consistent accelerates implementation of the data standard and system. Therefore healthcare
enterprises have to put an effort to develop the uniform product identification. It might be to develop national product
identification for healthcare industry in Thailand, otherwise, implement an existing global standard. Additionally,
traceability is another concerned. The ab ility to track and trace product allows the healthcare enterprise to enhance
service im provement and error detec tion effectiveness. However, to  improve traceability, it means healthcare
enterprises have to share in formation with their trad ing partner. Accordi ng t o this poi nt, Establishing t rust and
strengthen relationship i s necessary. B esides t his, the pr ocess effi ciency and responsi venessi s the reason why
healthcare enterprises implement the business process re-engineering strategy. The former strategies are no longer to
manage business process effectively so that it accelerates the adoption of the change strategy.

As mentioned earlier, data gained from both literature re view and focus group provides a clear picture of factor
enabling healthcare improvement. This is also embedded in the proposed framework. An illustrated of the framework is
shown in figure 2. In this framework, there are three main enabling factors to the achievement which are identification,
traceability and process efficiency andre  sponsiveness. In term of identifica tion, any m aterials flows, including
medicine, medical device or even patient, along the supply chain have to be identified. Besides, any material flows and
data flows have to be tracked and traced  at any stage in the suppl y chain. The last factor is process efficiency and
responsiveness. This means any process at any stage need to run effectively and respond abruptly. As can be seen in the
figure, we suggest a three-dimension comprehensive intervention strategy to bring about the healthcare supply chain
improvement in Thailand; internal process im provement, supply chain identifications and traceability and electronic
Health Record.

Regarding t o internal process i mprovement, the target groups of t his intervention are bot h public and private
healthcare provider. This intervention aimed at improving any process in hospital including warehouse m anagement,
inventory management, product identification, medication error and so on. At this level, it requires simple information
technology in which the hospital is able to develop by its own. In term of supply chain identification and traceability,
the target groups of t his intervention are all players along the supply chain. The i ntervention focuses on enhance
integration from the demand to the supply side. This means any material flows, from the manufacture to the patient at
the hospital, is able to be identified and traced back at any point in the chain. At this level, it requires all players to
implement the same data standard and sy stem so t hat they can speak t he same el ectronic language. By considering
Electronic Health Record, this focuses on Nationalwide supply chain. It requires government regulator to enforce and
implement national data standard such as health record, Medical device ID and so on. Therefore, healthcare enterprises
in Thailand are able to speak the same language which contributes to patient safety.

Healthcare Supply Chain

Target: Public Health |  rivate
Industry
Objectives : Patient Safety Supply chain
’ Efficiency

Enabling factors : |dentifications Traceability> < Processes efficiency & >
responsiveness

A

Product Data

Patient Data > (medicine, device, etc.)

Data | Regulato T
Standardisati o »
Procedure Standard

How to :

* Internal Process Improvement
¢ Medication Error/identifications/

‘ Supply chain Identifications & Traceability

Electronic Health Record (EHR)

P

pogetics Y Healthcare Providers
. Manufacturers ——» Distributors/ " N
Stakeholders : el (Public & Private)

GOVERNMENT REGULATOR

Figure 2. The framework for healthcare supply chain improvement in Thailand
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5. DISCUSSION AND CONCLUSION

We developed the framework for healthcare supply chain improvement in Thailand by first exploring the current
problems occurred in th e industry and the intervention. We found that, in Thailand, healthcare supply chain has been
regarded partially in hospital. O perations and co -ordinations across players have been neglected. It seems that most
hospitals focus only on healthcare performance and undermine its own operational performance. However, supply chain
problems, dat a i nconsistency, f ragmented system and i nefficient business process, a re not only affect ope rational
performance bu t also lead s t o negative im pacts to patient safety. Due to th ese problems, itisn o longerto solve
individually but it requires all p layers in the ind ustry to start implementing supply chain thinking and collaborate with
their partners to alleviate the problems. However, in Thailand, it is app arent that the supply chain concept has just been
introduced to this industry at an early st age. It can be said that the propos ed framework is the fi rst step to u rge all
healthcare players and policy makers to aware of these problems.

There is still more room for research in d eveloping countries. It is ap parent that a number of research proposed
various interventions, aiming at alleviating healthcare supply chain problems, are concerned the problem occurred in the
developed countries which might not suit for the situation in Thailand. Therefore, instead of following this intervention,
We tried to find out the why healthcare enterprises exactly need from these interventions. We found that three main
concepts behind these interventions are identification, traceability and process efficiency and responsiveness so that we
embedded t hese concepts a s ena bling factors for healthcare s upply chai n i mprovement. The reafter, we de veloped
framework and intervention based on these concepts and situations in Thailand.
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Abstract: To design supply chains means to incorporate the right requirements in the design. Without stating the right
requirements it is impossible to know how stated requirements will lead to effective and efficient supply chain designs.
This research identifies the supply chain as a system and as a system-of-systems. The system-of-systems approach is a
relative new research discipline for defining, abstracting, modeling, analyzing and synthesis of systems and sy stem-of-
systems for both research and design problems. Supply chains are discussed and analyzed on several aggregation levels.
Nexta framework is de veloped t o co ntribute t o t he e ffective an d e fficient desi gn of new s upply chain. F or t he
assessment of this framework and to learn abo ut necessary improvements the application of it during the design and
engineering of supply chain in the professional world is advised.

1. INTRODUCTION

Systems thinking and the subject of ‘system’ aspire to the status of a se rious academic discipline, (Checkland, 1993).
Systems engineering is ¢ ombining the disciplines necessary to create a nd build large construction projects many of
them we use and can see around us. All of these projects were created by humans and societies. Projects are added in
time or we can say that the s ocieties they are part have grown step by step. So it can be said that humans have created
societies by adding in due time and for se veral different reasons societal parts (projects) to these societal system. Often
this creation process was not planned upfront but more the result of a process that evolved step by step.

Institutions are subsystems of these societal systems also added by humans to perform certain functions that fulfill
specific demands. Some o f these in stitutions are cl usters of industries that in their decomposition are bu sinesses that
contain production-lines that facilitate th e production of products that fulfill th e needs a wide range of customers. A
supply chain connects parts of sev eral production lines of sev eral firms (business to business) till finally the customer
can be se rved (business to consumer). Supply chains ca n be seen a s connectors between elements of se veral larger
nested systems. These systems are complex containing other parts that are relevant for the functioning of these systems.
In this paper the focus is on the elements that are relevant in understanding supply chains.

This paper is organized in the following way. First some general supply chain characteristics are discussed. Next
systems engineering and system of sy stems engineering are explained. After this Systems Engineering and System of
Systems Engi neering are ¢ onfronted wit h t he ¢ oncept of t he sup ply ch ain. Fi nally co nclusions ar e drawn and a
recommendation for further research is given.

2. SUPPLY CHAIN CONCEPTS
2.1 Supply chains as demand fulfillment structures

Asupp ly ch ainis: "An etwork of collective b usiness en tities respo nsible fo r procurement, manufacturing and
distribution activities associated with one or more series of related products", (Coyle et all., 2003). The SCOR-reference
model (Supply Chain Council, 2008), (figure 1) is a helpful tool to visualize and a nalyze supply chain processes that
extend beyond th e co mpany lev el al th e way to the sup pliers’ s upplier a nd the ¢ ustomers’ customer. The SC OR-
reference model indicates organizational segments of the supply chain, not necessary belonging to the same company
but responsible for the management and control of it. It is a useful tool to see if and how the coordination between these
underlying processes is organized and what and where information sharing and communication takes place.
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Figure 1: SCOR-methodology, (Supply Chain Council, 2008)

The infrastructure of supply chains is a collection of nodes and linkages to facilitate p hysical flows in such a way
that an effective and efficient fulfillment structure is provided. Physical nodes are: points from where raw materials are
sourced, factories and transfer centers (sea and inland ports, airports, warehouses, distribution centers and retail outlets).
Physical linkages reflect th e modalities that can be used to transport physical items between nodes. Besides physical
nodes in the physical flow; supply chains contain i nformational, m oney (financial) and organizational nodes in the
respective flows that all interrelate with each other.

In every supply chain a focal company controls the customer decoupling point; this is the point where the demand
is dictated by the customer against a supplier organizing a fulfillment structure, (Hoekstra and Romme, 1992), figure 2.
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Figure 2 Customer order decoupling point; adapted from (Hoekstra and Romme, 1992)

2.2 Levels in supply chains and supply networks

Porter’s value chainisag ood way of ¢ ommunicating val ue-adding pr ocesses, (P orter, 2 001). Transformation i s
transforming raw materials into assembly parts and assembly parts into final products. Stability is k eeping and storing
goods in facilities. Translatio n m eans g oods in tran sition d uring tran sport between t wo 1 ocations. Possession is th e
exchange of ownership of goods and services. Sometimes goods are at the lo cation of the potential buyer but not yet in
the possession of th is buyer. Basically in all four flows: physical, information and money value adding activities can
take place, (table 2).
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Utility of Utility of Utility of Utility of
Transformation | Stabilization Translation Possession
Organizational Forward & Keeping a Status Change Buying / Selling
Flow Backward Quo Management of Organizations
Integration / (take-over, buy-
Segregation our)
Physical Flow Manufacturing Keeping Inventory | Transporting Buying / Selling
) of Physical
Products
Information Knowledge Data -Storage Data Transmitting | Data Buying /
Flow Creation (third & Collection Selling (Sharing)
order data / of Information
information use)
Money Flow Creating Keeping Cash Paying & Getting Keeping Balance
’ Structured Position Paid (Wiring
Financial Products Money)

The value net work c onsists o ut of sequential an d parallel orga nized val ue c hains, (P orter, 2001). Several
organizational rel ationships can b e i dentified wi thin t hese net works, e ither bei ng cu rrently exi sting o rganizational
relationships or possible relationships. The standard is that all organizations are completely resp onsible of there own
processes and o nly pu re buying an d sellin g relatio nships ex istsn ot sh aring capacities an d o rganizational
responsibilities. The lines in figure 3 give some more possible relationships. Very commo n relationships are sh aring
purchasing processes, outsourcing value adding activities to suppliers and sharing the management of several layers in
the supply chain.
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Figure 3 Organizational relations in a supply network; adapted from Porter (2001)
A supply chain can be decomposed in several levels, see figure 4, (Peck, et all., 2002):
e Infrastructure and Asset Level (hard-ware);

e  Process and Value Stream (flow-ware);
e Inter-organizational Network Level (org-ware).
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Value can be added in several ways. Some companies outsource non-core business activities. Often these activities
are part of the physical layer of the value pyramid (figure 5). While outsourcing they concentrate on those activities that
generate the most value. They find innovation in how to bring services to the market (virtual layer) and find that is more
important that selling products alone. New combinations are made and knowledge of how to bring service to the market
becomes crucial. Finally these companies realize value by using knowledge or using services of using products as their
business. Within the design of supply chains these relationships need to be understood to understand where the real

value is located and how several layers are interrelated.
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Figure 5: Multi-layer perspective on supply networks
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3. SYSTEM APPROACHES, SYSTEMS ENGINEERING AND SYSTEM OF SYSTEM ENGINEERING

3.1 System approaches

Society can be visualized as a system that con sists out of m any su bsystems e.g . cities b ut also industries and or
individual companies th at make it th eir business to facilitate bringing a wi de set of services and products to a often
wider set of markets. Humans can be considered as parts of organizations that in themselves can be considered parts of
socioeconomic syste ms. Organ izations, businesses, co mpanies and institu tions can be v iewed as syste ms with the
purpose to facilitate bringing services and products to other parts within these societies and finally to the people of these
societies.

A system can be defined as: “a ¢ onstruct or col lection of different elements that together produ ce resu lts not
obtainable by t he el ements al one”, (Checkland, 1 993). Thisisa very ge neric de finition a nd I ooking at se veral
application are as seve ral di fferent el ements can be i dentified, | ike: people ( operators an d m aintenance personnel),
information (s ub)-systems (h ardware, s oftware but al so documents (m anuals) and or schemes including operational
instructions), facilities (for the main purpose of the system or for the support of it), strategies and policies (what guides
the systems to produce its i ntended results), and m any more things that contribute to system-level results. All man-
made-systems are design or more formally and structured engineered.

3.2 System Engineering

In 1962 A.D. Hall developed the concept of a development to design and develop technical systems, basically the
process of systems engineering (SE), (Brill, 1999), (Hall, 1962). Several elements where stated as important in the
concept of SE. The first element is that, SE is multifaceted and can only be understood from different perspectives or
facets. The second element relates to three important viewpoints that system engineers should use tackling problems
that require SE. These three viewpoints are: (1) the physical or technical viewpoint, (2) the business or economic
viewpoint, and (3) the social viewpoint. The third element considers the needs of its customers and determines how the
needs can be met.

To understand the problem and the possible physical solution that solves the problem, the following questions
should be answered: “(1) What is the system to do (performance, cost, time and reliability)? (2) What environment does
it have to operate in (home, commercial, or military)? (3) What environment is the product to be made in
(engineering/manufacturing skills and facilities)?”” Blanchard and Fabrycky (1981) state that systems should be
designed from a life-cycle perspective taking the full operational life of the physical solution into consideration. They
state that the life-cycle of a system as “starting with the initial identification of a need and encompassing the phases (or
functions) of: planning; research; design; production or construction; evaluation; consumer use; field support; and
ultimate product phase-out”.

SE is a very broad concept that related to the design and engineering in a team-effort of durable and complex
system that have to be operated in a broad range of uses and situations. The field of SE is domain independent, though
in several domains specific flavors of SE exist.

3.3 Systems engineering process decomposition

The System Engineering Process follows a set of phases going from establishing the need for a system, via stakeholder,
consumer and user and technical requirement via a logical (functional) design and a structural (physical) design. The
systems engineering process asks that each design has to be verified based on the stated requirements and validated
after implementation, operation and maintenance. A wide set of sometimes more formal SE-approaches exists; in
essence they contain the following phases:

e The first phase of the system engineering approach is focussed on the elaboration of a problem description, an
opportunity statement and a mission statement. During this phase the problem at hand is analyzed in detail.
Understanding the agreed upon problem is important to understand the contribution of the design and development
process towards solving the problem at hand or that not solving the problem by adding something new is a better
solution. This phase ends in a one or two sentence description giving the actual need of the solution to be
developed; namely the need statement.

e The second phase is the analysis and development of the advanced planning process that guides and governs the
system engineering process by means of mile-stone, project participants’ involvement and stakeholder engagement
proposals and deliverables.

e The third phase is the analysis of the expected operational profile of the to-be designed system. The fourth phase of
the system engineering process is establishing a good set of stakeholder, consumer and user requirements. This is
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established by interviewing stakeholders and future owners, users and maintainers of the system, by asking what
they require from the newly to be designed system.

e The fifth phase is translating the stakeholder, consumer and user requirements into more technical system design
requirements divided in functional requirements, non-functional requirements and program requirements. The
quality and maturity of these requirements should be such that the system can be designed at the right system level.

e  The sixth phase is the design of a concept description showing a first idea of the possible sub-systems and how the
relate to each other and next to that the analysis and design of the context diagram indicating the interfaces of the
to-be designed system with the environment and/or already existing systems.

e The seventh phase is the design of the temporal aspects of the system by using a state and mode analysis/design.
Inputs to this phase are both the functional requirements and the operational profiles of the system.

e The eight phase is the design of the functional blocks of the system based on the functional requirements.

e The ninth phase is the design of the physical solution of the system and the allocation of the functional and
temporal design with the physical design.

e The tenth phase is developing towards the integration of the temporal, functional and physical design and aligns
them with the functional requirements. The concept of configuration management is also addressed in this phase,
though it actually is a concept that needs attention earlier in the process from the development of the advanced
system planning forth.

e The eleventh phase is developing the specification of one or more subsystems (because of time restriction in the
course), towards a maturity so it could actually be constructed or manufactured.

o  The twelfth phase is the verification of the design, basically by checking if how the fulfilment of the stated
requirements is taken care of and how well they are incorporated in the final design.

e The thirteenth phase is the validation of the design; this is done by questioning potential users and owners of the
system.

e The fourteenth phase is a reflection on the process followed.

3.4 System-of-systems approaches

Whether there is difference between what is con sidered a system and what a system -of-systems in under debate.
The systems within systems can be seen as the Russian Babushka Dolls viewpoint. “You can start at the Universe and
go all the way down towards quarks (and maybe beyond that) or from the quarks level all th e way up to the Universe
level.” Th is systems ap proach is useful to our th inking ab out m an-made syste ms lik e in ternational or n ational
socioeconomic systems, industry clusters, separate industries, businesses, companies and production lines within these
companies.

Taking a composition versus decomposition perspective and the different aggregation levels one can see the use of
Systems Engineering at each of these aggregation levels or layers. On the following layers systems engineering can be
applied, (Hitchins, 2007):

e Layer 5: Socio-Economic, where regulation and governmental control takes place.

e Layer 4: Industrial Systems Engineering, or engineering of complete supply chain/circles. Many industries together
form a socio-economic system.

e Layer 3: Business Systems Engineering —m any busi nesses t ogether form an i ndustry. At t his | evel, sy stems
engineering focuses on the optimization of performance often independent of other businesses within the industry.

e Layer 2: Project or System Level. Many projects together form a Business. Design and development and utilization
of production lines or designing, developing and constructing complex artifacts falls under this layer.

e Layer 1: Product Level . M any pr oducts t ogether form a sy stem. Thisis the tangible art ifact 1 evel. For m any
disciplines and their engineers this is considered “real” systems engineering.

Hitchins (2007) emphasize that this 5 layers model is a "nested" model. A set of products make a project, a set of
projects make a business, a set of businesses make an industry a nd a set of industries make a s ocio-economic system.
Kasser a nd Massie (2001) ¢ learly state th at the assum ption of the S-layer model are ”only approxim ate since a
socioeconomic system has more initt han justindustries,a business has moreinitt han just projects, act ual
organizations may divide the work in different ways resulting in either sub-layers, or different logical break points.”.

System-of-systems (SoS) are dedicated goal oriented systems that is a compilation of other dedicated goal oriented
systems on a lower ag gregation lev el. The So S shares capabilities and resources on its lower aggreg ation level to
achieve 'meta-system' capabilities and resources on a higher aggregation level. The SoS offers more functionality and
performance than the sum of its component systems. “Systems of systems is a serious and evolving research discipline
with a s et of incomplete frames of reference, thought processes, quantitative analysis, tools, and design methods are
incomplete.”, (Popper et al., 2004). A number of SoS’s can be identified in this study. First durable systems that exist or
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are under design, second the engineering process that facilitates the creation of these system, third the decision making

process that tak es p lace during the eng ineering process. Fourth the knowledge creation and facilitation pro cess t hat

takes place during the decision making process that guides the engineering process of the systems.
The following five characteristics to distinguishing very large and complex but monolithic systems from systems-
of-systems can be identified, (Maier, 1998): «

L. Operational Ind ependence of th e Elem ents: If th e system -of-systems is d isassembled in to its co mponent
systems the com ponent sy stems must be abl e to usefully operate independently. The system-of-systems is
composed of systems which are independent and useful in their own right.

2. Managerial Independence of the Elements: The component systems not only can operate independently, they
do o perate i ndependently. T he c omponent sy stems are s eparately acq uired a nd i ntegrated but m aintain a
continuing operational existence independent of the system-of-systems.

3. Evolutionary Development: The system-of-systems does n ot ap pear ful ly f ormed. It s d evelopment an d
existence is evolutionary with functions and purposes added, removed, and modified with experience.
4. Emergent B ehavior: T he sy stem per forms f unctions a nd carries out purposes t hat do notr eside i n a ny

component sy stem. These behaviors are emergent properties of the entire sy stem-of-systems and cannot be
localized to a ny component system. The pri ncipal purposes of t he systems-of-systems are fulfilled by thes e
behaviors.

5. Geographic Distribution: The geographic extent of the component systems is large. Large is a nebulous and
relative concept as com munication capabilities increase, but at a minimum it means that the com ponents can
readily exchange only information and not substantial quantities of mass or energy. Minimum it means that
the components can readily exchange only information and not substantial quantities of mass or energy.”

So systems engineering and system-of-systems engineering are powerful concepts that are getting more and more
attention as a general research discipline the field of supply chain management can possibly benefit from. So let’s have
acloserl ook at how s upply chai ns a ndits related ¢ oncepts, relate to th e system -of-systems concept and SoS-
engineering.

4. CONFRONTATION BETWEEN SUPPLY CHAIN PERSPECTIVES AND SYSTEM OF SYSTEM
ENGINEERING

To understand if supply chains are systems of systems the characteristics as discussed before (in: Maier, 1998) have to
be confronted with some characteristics of the supply chain. First it can be seen that systems engineering can be applied
to the domain of the supply chain because the supply chain is clearly operating at all of the level of the 5-layer model of
systems engineering: Socio-Economic, Industrial Systems Engineering, Business Systems Engineering, Project/System

Engineering, and Product Engineering, (Hitchins, 2007). And following the characteristics of Maier (1998):

1. Operational Ind ependence of th ¢ Elements: The s upply chain can be disassembled into component syste ms
that can operate independently but to created value they should be connected to other parts (in other systems).
Within a supply chain network the independent supply chains can operate independently.

2. Managerial Independence of the Elements: Components of the supply chain can operate independently. One
can buy elements like transportation or warehousing and suppliers and customers that can function as before
or can be integrated in the overall supply chain. But also making the supply chain operate on the virtual level
adds value to the supply chain.

3. Evolutionary Development: Th e sup ply chainis not fully form ed. Itsd evelopment and ex istence is
evolutionary with functions and purposes added, removed, and modified with experience. The supply chain is
operating in a dynamic environment has to adapt continuously and many example exist that it does.

4. Emergent B ehavior: The s upply chain provides functions that are m ore than the functions of its parts. The
sum of all value adding activities provi des a higher value than that of its components. These behaviors are
emergent properties of the entire supply chain and cannot be localized to any component of the supply chain.
The principal purposes of the systems-of-systems are fulfilled by these behaviors.

5. Geographic Distribution: The geographic extent of the component systems is large, transportation carries the
supply c hain globally an d c ommunication bet ween t he many com ponents a nd between t he m any s upply
chains are f requent. O ften communication betweena salesan da purchasing de partment of different
companies can be more frequent that the communication within the company itself.
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5. CONCLUSIONS

This paper sh owed t hat t he su pply chain m anagement can | earn a great deal from the new and growing research
discipline o f systems engineering and system-of-systems (engineering) and that further research and atte ntion see ms
worthwhile. Systems Engineering seems to be applicable for systems like supply chains. Systems-of-systems proves a
valuable an alysis ap proach t o und erstand supply ch ain and learn ing from th e q ualities o f system s engineering and
system-of-systems engi neering ca n be nefit t he desi gn of future s upply chains. It is clear that far more research is

necessary to show the value of this answer.
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Abstract In a supply chain, the upper echelons plays a key role in tuning the chain performance. In the
procurement cycle of the supply chain, the manufacturer outsources more parts and services to focus on their own core
competencies. A situation may arise in which some suppliers may under perform in providing critical strategic supplies.
This paper analyzes supplier performance using multi-criteria decision procedure along with Pareto analysis in
identifying critical suppliers for supplier development to optimize their performance.

1. INTRODUCTION

In 2010, Toyota halted sales and production of 8 of their models that was included in a recall that concerns unintended
acceleration caused by pedals. More than 2 million units were affected by this recall. In 2009, a recall that amounted to
more than 4 million units was also made for the same issue but is said to have been caused by floor mat malfunction.
The latest unintended acceleration issue, allegedly due to design flaw in the pedal, seems to have been made by its
vendor CTS Corporation (Supply Chain Digest, 2010).

Mattle the maker of popular Barbie dolls and Hot Wheels cars, recalled nearly one million toy world wide in
August 2007, because the toys manufactured during a two month period by its contracted vendors in China contained
impermissible levels of lead (Story, 2007). Although, these vendors had been working with Mattle for years, their
improper sourcing decision which allegedly caused these lead tainted toys had severe consequence for the entire supply
chain. These cases highlight that supply chain performance is susceptible to variation for the constituent members.

As manufacturing firms outsource more parts and services to focus on their own core competencies, they
increasingly expect their suppliers to deliver innovative and quality products on time and at competitive cost. When an
underperforming supplier provides an innovative product or process technology (that may be sustainable long-term
advantage to the buyer), the buyer may wish to protect this potential advantage and bring the work in-house by
acquiring the supplier. But a better option for the buyer may be supplier development (Handfield et. al, 2000).

According to Burns and Whittle, (1995), companies must analyze their situation to determine if supplier
development is warranted. To this end, Handfiled et al. (2000), classified commodities according to the company’s
relative importance of purchases using Kraljic portfolio approach. Kraljic's, (1983), approach includes the construction
of a portfolio matrix that classifies products on the basis of two dimensions: profit impact and supply risk ("low" and
"high"). The result is a 2x2 matrix and a classification in four categories: bottleneck, non-critical, leverage, and strategic
items. Handfield er al, (2000) found that commodities in strategic supplies category are considered strategically
important, difficult to substitute or purchase from alternative suppliers, and purchased in relatively high volumes
therefore the suppliers of these commodities become the target for supplier development program.

There may be multiple suppliers of strategic supplies. Several studies have been focused on Supplier Selection
Problem (SSP) that consists of analyzing and measuring the performance of a set of suppliers in order to rank and select
them to improve the competitiveness of the entire supply system. Many conflicting factors should be taken into account
in the analysis, both qualitative and quantitative. The most utilized methodology is represented by the well-known
Analytical Hierarchical Process (AHP) (Saaty, 1980 and 1994) with its different variants. Basic versions of AHP are
still widely used in the literature to deal with the SSP.

The evolution of supply relationships underlines that suppliers are required to have an adequate set of
competencies to be part of a supply system capable of facing market competition (Esposito and Passaro, 2009). To this
aim, customer firms have performed various actions and strategies: in particular the assessment processes has assumed a
crucial importance. It represents a compulsory and critical starting point for the achievement of a collaborative
customer—supplier system (de Boer ef al., 2001). Ranking is crucial but it does not solve the problem of identifying
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suppliers for development. Ranking suppliers from best to worst gives the idea of performance and scope for future
improvement through benchmarks. It is not helpful in identifying suppliers with potential for development. To warrant
supplier development, we need to identify the underperforming suppliers and involve them in development program to
optimize their performance in order to amplify the performance of supply chain. In this paper at first we will
demonstrate how AHP can be used by a company to rank its suppliers and subsequently using Pareto analysis to
identify critical underperforming suppliers delivering strategic supplies to be included in supplier development
program.

2. ANALYTIC HIERARCHY PROCESS

AHP can be used in making decisions that are complex, unstructured, and contain multiple attributes (Partovi, 1994).
The decisions that are described by these criteria do not fit in a linear framework; they contain both physical and
psychological elements (Mian and Dai, 1999). AHP provides a method to connect that can quantify the subjective
judgment of the decision maker in a way that can be measured. In applying AHP to benchmarking, Partovi, (1994)
describes the process in three broad steps: the description of a complex decision problem as a hierarchy, the
prioritization procedure, and the calculation of results. AHP is a method of breaking down a complex, unstructured
situation into its components parts, arranging these parts or judgments on the relative importance of each variable and
synthesizing the judgments to determine which variables have the highest priority and should be acted upon to influence
the outcome of the situation (Saaty, 1990). A problem is put into a hierarchical structure with the level-I reflecting the
overall goal or focus of the decision (Saaty, 1990). The prioritization process is accomplished by assigning a number
from a scale developed by Saaty, (1990) to represent the importance of the criteria. A matrix with pair wise
comparisons of these attributes provides the means for calculation.

2.1 Method Application and Result
Step 1: Define the evaluative criteria used to select the optimal distribution network

Possible criteria that a company might consider when selecting a supplier are product cost, quality, service, and
delivery. The mathematical process used in AHP is to first establish preferences for each supplier for each criterion. In
this study the critical supplies of an automotive company were considered with six suppliers who supply these critical
supplies.

Step 2: Establish each factor of the pair-wise comparison matrix

In this step, preferences between alternatives are determined by making pairwise comparisons. A judgment matrix
is formed and used for computing the priorities of the corresponding elements. First, a criterion is compared pair-wise
with respect to the goal. The judgment matrix, denoted as A4, will be formed using the comparison. Let 4, 4,, . . ., A,
be the set of stimuli. The quantified judgments on pairs of stimuli 4; A, are represented by

A=[ay], i,j=12..,n o

The comparison of any two criteria C;and C; with respect to the goal is made using the questions of the type: of
the two criteria C; and C; which is more important and how much. Saaty (1980) suggests the use of a 9-point scale to
transform the verbal judgments into numerical quantities representing the values of a;;. Larger number assigned to the
pair-wise comparisons means larger differences between criteria levels. The entries a; are governed by the following
rules:

a; >0, a; =1/a, a;=1 for all i (2)

This scale can be applied with ease to criteria that can be defined numerically as well as to those cannot be defined

numerically. Relative importance scale is presented. The decision maker is supposed to specify their judgments of the
relative importance of each contribution of criteria towards achieving the overall goal.

Step 3: Calculate the eigenvalue and eigenvector

Having recorded the numerical judgments a; in the matrix A, the problem now is to recover the numerical weights
Wy, W, ..., W,) of the alternatives from this matrix. In order to do so, consider the following equation:

118



Proceedings of LOGMS 2010

W IW, W Wy . WW, ]
ay Ay ... 4y, W W, W, IW,..WIW,

1N

(€)

a

w Gy @y | W IW W IW e W IW, |

Moreover, we multiply both matrices in Eq. (3) on the right with the weights vector
W= W, W, ..., W,, where Wis a column vector. The result of the multiplication of the matrix of pair-wise ratios
with W is nW, hence it follows:

AW =nW “)
This is a system of homogenous linear equations. It has a non-trivial solution if and only if the determinant of 4 -

nl vanishes, that is, n is an eigenvalue of 4. / is an n X n identity matrix. Saaty’s method computes ¥ as the principal
right eigenvector of the matrix 4; that is,

AW = X, ()

where 4,,,, is the principal eigenvalue of the matrix 4. If matrix 4 is a positive reciprocal one then 4,,,, > n, [11]. If 4 is
a consistency matrix, eigenvector X can be calculated by

A~ (Apae)X=0. 6)
Here, using the comparison matrix, the eigenvectors were calculated by Egs. (5) and (6).
Step 4: Perform the consistency test

The eigenvector method yields a natural measure of consistency. Saaty, (1990) defined the consistency index (CI) as
CI =hpax-0/(n-1) (7

Where 4,,, is the maximum eigenvalue, and #n is the number of factors in the judgment matrix. Accordingly, Saaty
(1990) defined the consistency ratio (CR) as

CR = CI/R], ®)

for each size of matrix n, random matrices were generated and their mean CI value, called the random index (RI).
Where RI represents the average consistency index over numerous random entries of same order reciprocal matrices.
The consistency ratio CR is a measure of how a given matrix compares to a purely random matrix in terms of their
consistency indices. A value of the consistency ratio CR < 0.1 is considered acceptable. Larger values of CR require the
decision-maker to revise his judgments.

Results of the consistency test and the CR of the comparison matrix from the available interview and previous data
are all < 0.1, indicating ‘consistency’’.

Step 5: Calculate the overall level hierarchy weight to rank the suppliers
The composite priorities of the alternatives are then determined by aggregating the weights throughout the
hierarchy. The composite priorities of the alternatives are shown in table 1. Table 1 gives the serial ranking of all the six
suppliers supplying critical supplies to the automotive company with their ideals, normals, and raw weight values.

Based on the four criteria and scores in the table 1, supplier 1 is operating optimally whereas the rest are not.

Table 1. The overall synthesized priorities for the suppliers

Ranking Category Ideals Normals Raw
1 Supplier 1 1.0000 0.2134 0.0813
2 Supplier 2 0.8820 0.1882 0.0717
3 Supplier 3 0.7448 0.1589 0.0605
4 Supplier 4 0.7425 0.1585 0.0603
5 Supplier 5 0.6927 0.1478 0.0563
6 Supplier 6 0.6224 0.1328 0.0506
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2.1.1 Sensitivity Analysis

The final priorities of the alternatives are highly dependent on the weights attached to the main criteria. Small
changes in the relative weights can therefore cause major changes of the final ranking. Since these weights are usually
based on highly subjective judgments, the stability of the ranking under varying criteria weights has to be tested. For
this purpose, sensitivity analysis can be performed based on scenarios that reflect alternative future developments or
different views on the relative importance of the criteria. Through increasing or decreasing the weight of individual
criteria, the resulting changes of the priorities and the ranking of the alternatives can be observed. Sensitivity analysis
therefore provides information on the stability of the ranking. If the ranking is highly sensitive to small changes in the
criteria weights, a careful review of the weights is recommended. Also, additional decision criteria should be included
as a highly sensitive ranking point to a weak discrimination potential of the present set of criteria. For this purpose, the
weights of the important criteria are separately altered, simulating weights between 0% and 100% (note that the weights
of the other criteria change accordingly, reflecting the relative nature of the weights, i.e., the total weights has to add up
to 100% in this paper). Sensitivity analyses are necessary because changing the importance of criteria requires various
levels of cost, quality, service, and delivery w.r.t selecting the optimal performing supplier which can be prospective
candidates for supplier developments.

Figure 1.
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Figure 1(c)

The sensitivity graph of activities. (a) With independent variable cost (b) with independent variable quality

Figure 1(d)

(c) with independent variable delivery (d) with independent variable service
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The sensitivity graph (figure 1) displays how the alternatives perform with respect to the change in scenario of all
parameters. Performance sensitivity of alternatives has been analyzed when activity (independent variable cost) is
increased by 50%, plotted on the X-axis and the priorities of the alternatives plotted on the Y-axis. Similarly for
independent variables quality, service, and delivery, it is increased by 50%. Increasing the activity cost by 50%, as in
figure 1 (a), there is a negligible change in the global weights (table 1). Same is the case with activity quality (figure 1
(b)) and service (figure 1(b)), however for activity delivery in figure 1(c) an increase by 50% tends to change the ideal
values of suppliers 1, 2, 3, 4, 5, and 6 from its global values of (0.213, 0.188, 0.158, 0.158, 0.147, 0.132) to (0.234,
0.198, 0.156. 0.155, 0.140, 0.118). That means at point activities = 0.5, the score of supplier 6 decreases and supplier 2
increases. Before that sensitivity scores are consistent with the global scores.

2.2 Pareto Analysis

The Pareto analysis is useful in identifying suppliers for potential for development, as well as those that are
underperforming low volume suppliers. From this Pareto analysis we find that 20% of suppliers are responsible for 80%
of the poor performance of the chain as shown in figure 2. Supplier 1 is already above the cutoff point so there is no
need for supplier development. However, supplier 2, 3, and 4 are target suppliers who are underperforming in the
company’s performance objective of cost, quality, service and delivery. Since these three suppliers contribute to the
maximum percentage of underperformance, supplier development is therefore warranted.
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Figure 2. Pareto analysis of supplier performance

3. CONCLUSION

In this research we found that 20% of suppliers are responsible for 80% of the poor performance of the supply
chain. Ranking is crucial but it does not solve the problem of identifying suppliers for development. Using AHP we
ranked the suppliers from best to worst. This gives the idea of performance and scope for future improvement through
benchmarks. The question was which suppliers to involve in supplier development. It is not possible to include all the
underperforming suppliers into the supplier development program. Therefore the Pareto analysis gave us the result of
vital few that should be included in the supplier development program. Since supplier 1 is performing beyond the cutoff
point, it does not warrant buyer’s development. Suppliers 2, 3, and 4 are the prospective candidates for supplier
development since Pareto analysis shows they contribute the maximum to the supply chain performance. Suppliers 5
and 6 are useful many and can be eliminated from being involved in the program.
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Abstract: We develop a method to identify economically promising port architectures. We first enumerate feasible port
architectures using a t ool which generates feasible architectures for complex sy stems. We i dentify basic functions of
ports and find options to satisfy each function. We enumerate feasible architectures by selecting options logically. As a
result, 9 and 128 feasible architectures of traditional ports and offshore service system are generated, respectively. To
evaluate and co mpare th ¢ arch itectures we d evelop rough-cut equ ations for ship stayin g tim e, th roughput an d cost
(under determ inistic assu mptions). Su ch th roughput based a pproximations serve to pare down the architectures to a
promising handful. From there we conduct detailed simulations to co mpare them. As a resu It, we find which type of
mobile harbor is cost effect ive and which co ntainer handling res ource i s m ore effic ient at the land. We c ompare
offshore service system with traditional ports for construction cost and throughput.

1. INTRODUCTION

Due to the historical and ant icipated growth in ¢ ontainer trans port vol ume along wit h eve r inc reasing ¢ ompetition
(Korea Container Terminal Authority, 2006), container ports worldwide continuously strive to im prove their capacity
and service quality. Traditional solutions for cap acity increase include optimization methods and the development of
faster crane and yard system s. An alternate approac his to conduct offshore operations and to dev elop faster and
economically superior interfaces between the offshore operations and the land berth.

A port is a complex system, in that there are many components and relationships between them. As such, there are
many possible options for port expansion decisions, such as the type of berth, the type of crane and type of transfer unit.
Therefore, one challenge to selecting good capacity improvement options is th e vast array o f potential solutions. The
goal of this work is to develop a method to identify economically promising port architectures.

We first develop a representation of port systems based on the various functions they perform, such as unloading
ships, porting containe rs ac ross t he land-sea interface and st oring c ontainers. For each suc h function, alterna tive
solution concepts are identified. By selecting one solution for each function, possible port architectures may be obtained.
Examples o f port arch itectures in clude t he trad itional po rt (which uses qu ay cranes to prov ide the sh ip unloading
functions) and the mobile harbor (which uses an offshore crane to unload the ships and a container transfer barge to port
the containers to the land based port). We formalize the functions of the architectures and the solutions for each as an
Object Process Network (OPN). OPN is a tool to generate feasible architectures for com plex systems; it allows one to
exclude architectures that are not logically possible. OPN software is then used to obtain a co llection of 137 feasible
port architectures, including 9 traditional and 128 offshore port concepts.

To compare the collection of architectures generated, we use rough cut capacity analysis to determine the number
of components, such as cranes, berths and yard trucks, required to provide container ship service for a gi ven market
condition. The analysis also uses service time approximations to ensure that there are sufficient resources to serve ships
within twenty four hours. We refe r to an a rchitecture with as pecific num ber of units for each com ponentas a
configuration. We det ermine the construction cost of a configuration using published and projected cost figures; the
operation cost is assumed to be a known percent of the construction cost. Based on these analyses, our approach enables
the determination of promising architectures and the required number of components to provide an average service level.
We study several test markets to determine which architectures are most promising.

2. ENUMERATION OF PORT ARCHITECTURE

To enumerate feasible architectures for a port, Object Process Network (OPN) was used. OPN (Koo, 2005) is a domain
neutral, e xecutable meta-language. T his tool assists in sc ientific decision making for complex architectures and ha s
been successfully adopted to generate complex system architectures (Simmons at el., 2005 and Rozenblum, 2007). It
automatically generates feasible architectures by using a large number of possible options and relationships between the
options. Since this t ool e xhaustively generates all architectural options, c ombinations o f c omponents t hat were not
considered before will be produced. Thus, the process can lead to unexpected insights.
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2.1 Process of enumeration

3. Explore decision
variables and
options

1. Set the 2. Set function of
boundaries system

4.Find logical 5. Build OPN
constraints model

Figure 1. Process of generating of architectures

Figure 1 shows the process of generating architectures. In the first step, the boundaries of the system were selected as
“container transportation system between containerships and the inland yard” for the main focus. Next, we identified a
set of functions that the selected system from step 1 must provide. To provide a function, several d ecisions must be
made. These decision variables each have several options. For example, the resource for unloading can be cranes, railed
RORO, and wh eeled RORO. After this process, logical constraints were built between options in ord er to prev ent the
generation of illogical architectures. With the output of process 3 and 4, the OPN model was built and used to generate
feasible architectures.

2.2 Set the Boundaries

In order to focus on the most im portant o bjectives for the system and to consum ¢ a reasonable level oftime and
resources, we defined and set the highest s pecifications of the system. In our study, the boundary was a “co ntainer
transportation system between co ntainerships and the inland yard”. We consider yard as t he sink and source of the
containers. Also, feeder ships were not considered in this system.

2.3 Select functions of the system

Before selecting the functions of the system, the system was classified into two m odes, which were trad itional mode
and mobile mode. Traditional mode refers to traditional ports in which ships dock to the inland berth and unload cargo
between the ship and berth by using quay cranes. Mobile mode refers to the mobile harbor concept in which container
ships stay at sea and a system of ¢ ontainer t ransport ships an d offshore ¢ ranes m oves t he containers fromt he
containership to the inland yard. Table 1 shows the functions of the traditional mode and the mobile mode.

Table 1. Functions of traditional mode and mobile mode

Traditional mode Mobile mode

1. Moor /Stabilize 1. Moor /Stabilize (Ship & unloading unit)
2. (Un)load 2. (Un)load ( Ship & unloading unit)

3. Berth 3. Transfer ((un)loading unit & travel unit)
4. Transfer(berth-yard) 4. Travel

5. Store 5. Moor/Stabilize (travel unit-Berth)

6. (Un)load (travel unit -Berth)
7. Form/unstack batch

(at front berth->transfer unit)
8. Berth

9. Transfer

10. Store

2.4 Explore decision variables and options of each function

There were sev eral decisions to be determined for each function. What kinds of resource will be used for unloading at
the berth? What type of transfer unit will be used? What type of berth will be used? Decision variables are the variables
that characteri ze the ar chitecture. Also, the option is the possible values for the de cision variable. A set o fseven
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decision variables was selected for the traditional mode and 15 decision variables were selected for the mobile mode.
These decision variables also have a set of options. Also, only one option can be selected for one decision.

2.5 Logical constraints

There ar e 1 ogical constr aints between the decisio n variables. These co nstraints pre vent the ge neration of illogical
architectures. All architectures must satisfy these constraints. Also, there are two kinds of logical constraints, which are
first order constraint and second order constraint. First order constraints are between the two decision variables and
second order constraints are between three variables. An example of a second order constraint is that the, mobile harbor
cannot contain these three options for decision variables (unit type = non intergrated , unloading resource location = on
mobile harbor and unload resource at berth = crane) in an architecture because the non-integrated type does not have a
crane. There are two second order constraints for the traditional mode and 17 first order constraints and 8 second order
constraints for the mobile mode.

2.6 Build OPN model to generate feasible architectures

Feasible architectures were generated via the OPN software with the selected decision variables and logical constraints.
OPN-IDE [ 0.1.14] software and an Intel(R) Core(TM)2 Quad CPU Q6600 @2.40Hz, 2.00GB R AM c omputer were
used. The OPN model of traditional mode and mobile mode produces 9 and 128 feasible architectures respectively out
of a total combinatorial space that consists of 16 and 13824 combinations respectively. Figure 2 shows the OPN model
for the mobile modes (left) and traditional modes (right). Table 2 shows several feasible architectures of the mobile
mode. In this table, several well-known concepts are matched with generated architectures such as A1 type (Suh, 2008),
mid stream operation (W ang, 1998), Hybrid Mobile Floating Port (HMFP) (Morrison et al., 2008) and B type (Yoon,
2008).
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Figure 2 . OPN model of mobile mode (left) and traditional mode (right)

Table 2. subset of feasible architecture of mobile mode
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3. CAPACITY EVALUATION

The architectures were compared based on three metrics: throughput, cost, and ship staying time. A limit on the average
containership staying time was set a nd the cheapest configuration of architectures meeting this constraint was f ound
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under the given market throughput. In order to d o so, t he c heapest ¢ onfiguration of the architecture for the given
condition needed to be calculated. We made several assumptions to conduct these evaluations.

The interarrival tim es between s hips and th ¢ cargo volume per s hip are ass umed deterministic and c onstant.
Mooring sp eed is con stant, irres pective of the a mount o f car go a nd th e a rchitecture ( 20 m in). Th e land yard is
considered as the sink and source of containers (it has a large enough crane to absorb/release at 60 TEU/hour). Due to
safety issues of container stacks during transfer, mobile container transfer units (TU) moor at the berth perpendicularly
when using the Roll on Roll o ff (R ORO) system. TU moors parallel to the land berth when using a crane s ystem
because we assumed th e crane s preader has standard sh ape. Thereis only one type of berth (one sideed berth
constructed via reclamation). TU/Truck/RORO conducts single cycle operation (when these units travel between place
A and B, these units travel with cargo when it travels from A to B, but these units are empty when they return from B to
A). Ships receive service immediately upon entering the port. All ships have the same size and num ber o f docking
points. Since we use only three metrics, some architectures are dominated by other architectures. T herefore, we can
narrow our focus to six operation modes for the mobile mode. Figure 3 shows the six operation modes of the mobile
mode.
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Figure 3. Six operation mode of mobile mode
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In Mode 1, integrated (A type) TU units which have their own crane are used to transport cargo between the berth
and ship. The crane on the unit is used to unload at the berth and ship. Trucks are used to transport containers from the
apron (immediately after unloading) to the yard. In Mode 2, floating cranes that are set up at sea unload the container
between the ship and non-integrated (B type) TU units that do not have a crane. B type units travel between the floating
cranes and the land berths. The cranes that are set up at the berth unload the container between TUs and trucks. Trucks
are used to transport containers from the apron (immediately after unloading) to the yard. In Mode 3, A type units are
used to tran sport cargo between the berth and ship. The crane on the unit is used to unload at th e ship. At the berth,
RORO resources are used to transport the container between the TUs and stacker. The stackers transfer the containers
between the RORO resources and trucks. Trucks are used to transport the containers’ to the yard. In Mode 4, floating
cranes setup at sea unl oad the contain ers between the ships and B type units. B type units travel between the floating
crane and berth. At the b erth, RORO resources are used to transport the container between the TUs and stacker. The
stackers transfer the container between the RORO resources and trucks. Trucks are used to transport containers from the
stacker to the yard. In Mode 5, A type units are used to tran sport cargo between the berth and ship. The crane on the
unit is used to unload at the ship. At the berth, RORO resources are used to transport the container directly between the
units and yard. In Mode 6, floating cranes setup at sea unload the containers between the ships and B type units. B type
units travel between the floating cranes and the berth. At the berth, RORO resources are used to transport the container
directly between the units and the yard.

3.1 Ship Service Time (SST) approximation for a single ship

In this section, we develop an equation that allows us to approximate the ship staying time. If every part of the system
operates ind ependently, every resource can work without waiting for other resource. In th is situation, the cargo flow

rate of th e systemis d etermined by the cargo flow rate of t he bot tleneck. The s hip s ervice time ¢ an t hus be a
cargo volume

approximated by MAX( ), where i varies over the container flows in the system. There are three container

cargo flow ratel[i]
flows in the mobile harbor mode: between the ship and TU at sea, between the TU at sea and TU at berth, and between
the TU at berth and the berth. We us e the fo llowing no tation: cargo is th e container volume/ship, nD is number o f
docking points/container ship, nT U is the number of T U/container ship, nB is the number o f berths/container ship,
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nTruck is the number of truck/berth, nRORO is the number of RORO resources/berth or unit, sShip is the TEU service
rate at the ship/crane, sBerth is th e TEU service rate/berth, cTU is maximum storage/TU, tShip is unloading time of
TU at ship, tBerth is unloading time of TU at berth, tTra is travel time of TU between operation place and berth. At the
berth, the cargo flow rate is calculated as MIN(nB,nTU) * sBerth. Between the berth and container ship, the max cargo
flow rate is (cTU/(tShip+2*tTra+tBerth))*nTU. One TU can transfer cTU containers in one cycle time. For unloading
on the ocean, the max cargo flow rate is min(nD,nTU)*sShip. Therefore, the SST can be approximated as

cargo cargo cargo
SST = max( )
in(nD,nT hip’ (——_€TU ’ min(nB,nTU)*sBerth”
min(nD,nTU)*sShip (tShip+2*tTra+tBerth*nTU) min(nB,nTU)*sBert
(1)

Approximation (1) is obtained by assuming independent operation between resources. However, in actuality, there is a
relationship between two resources that meet each other. For example, if the number of customers is greater than the
number of servers, customers often wait. There are two servers for TUs in port systems, the berths and ships. Waiting
time depends on the entering pattern of TUs on th e servers. In this paper, we assume all customers come to the server
simultaneously. Also, the bunches of customers come to the serv ers after finishing processing the previous customers.
Figure 4 shows the assumed arrival pattern.
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Figure 4. Assumed arrival pattern of customers on severs

In this case, the average waiting time for TUs can be calculated as
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where Nc is the number of customers, Ns is number of servers, T is the service time. Therefore, the container flow of
TU should be changed as
cargo

( cTU
tShip+2+tTra+tBerth+Twb+Tws

3)

where Twb is waiting time at berth (using equation for Tw and appropriate input values) and Tws is wating time at ship
(using equation for Tw & appropriate input values)

nTU)’

3.2 Verification of rough cut equation

The rough-cut equation was compared with a time based simulator for the A type TU with a 240 TEU capacity. We
tested the case in which nB <nTU. Since we assume deterministic ship arrivals and cargo volume, only one replication
isneede d for each case. We assumed 45 TEU/hour and 120TEU/hour for unload s peed at ship and the be rth. T he
number of TUs and berths varies from one to eight and the cargo volume/ship varies from SO0TEU to 4500TEU. We
compared 154 systems and the average absolute gap between the SST approximation and the simulation was is 6.49%.

3.3 Calculation of cheapest configuration under given market information

In th e previous sectio n, we calculat ed t he SST ofa single s hip und er a given n umber of resources an d c argo
volume/ship. In this section, we introduce a method to find the cheapest configuration of the architecture under a given
market condition. From this, the cheapest architecture for a given market condition is obtained.

There is one constraint for the system, which is the service level for the ship. In this study, the level of service for
the container ship was set to SST < 24 hours. The configurations of architectures that do not satisfy this constraint will
be eliminated. If IAT is greater than SST, the port only needs one set of resources for a ship. However, if IAT is smaller
than SST (that is, if an other ship enters the port before the previous ships), we need an extra set of resources to cover

128



Proceedings of LOGMS 2010

another ship without a waiting time. SST/IAT is the average number of ships in port. For example, if SST is 24 hours
and IAT is ei ght hours, then are three ships in the port in steady state. T herefore, we can estimate that the port needs
[SST/TAT] sets of resources.
Algorithm to find cheapest configuration under given market information :

1. Get market information (IAT, cargo volume/ship),

2. Generate possible configuration combination,

(E.g. inmode 1, nB = 1~5, n”TU = 1~10, nTruck = 10,20,30,40 => total of 200 combinations),

3. Filter configurations that do not satisfy 24 hour constraints,

4. Multiple [SST/IAT] to number of resource/ships ,

5. Find minimum cost configuration among feasible configurations.

4. RESULT

A variety of market co nditions w ere stud ied b y co mbining IAT and carg o vo lume f rom th e op tions IAT =

[1.5,2,2.4,3,4,6,12,18,24,30] hours and cargo = [500,900,1300,1700,2100,2500,2900,3300,3700,4100] TEU /ship. The
smallest market size was 0.146 M TEU/year (IAT=30, cargo=500) and the biggest market size was = 2.4 M TEU /year
(IAT = 1.5, cargo=4100). 240 TEU TUs were considered. Table 3 shows the range of input variables.

Table 3. The range of input variables for the resource (240 TEU TU)

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6
nFC N/ A 1~4 N/A 1~ 4 N/A 1~4
nB 1~10 1~10 1~101 ~101 ~10 1~10
nTU 1~20 1~20 1~201 ~201 ~20 1~20
nTruck 10,20,30,40 10,20,30,40 10,20,30,40 10|  ,20,30,40 N A N/A
nRORO N/A N/A 2~402 ~40 2 ~40 2~40

Figure 5 sh ows th e ch eapest con figuration of M ode one fo r each m arket cond ition th at m eets th e SST<24h ours
restriction.

AT (roun

Figure 5 Cheapest configuration of Mode 1

From these graphs, it can be observed, and is not at all surprising, that the total cost increases as the cargo volume or
IAT decreases. We can thus identify, the cheapest architecture for the given market condition. Table 4 shows the subset

of ch eapest co nfigurations of each mode fora given market co ndition. The bold number rep resents t he ch eapest
architecture for that market.

Table 4. The subset of cheapest configuration of each mode for given market condition

IAT cargo Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6
1.5 5006 845 79 497.64 492.88 464.76 459.28
159 00 1212 1040 822.6 875.14 823.52 814.94
1.5 1300 1 710 1 512 1210.22 1250.2 1184.58 1217.04
1.5 1700 2 280 1 904 1623.3 1635.66 1544.1 1602

1.5 2100 3 0402 380 1919.4 2013.12 1 95031 979.28
1.5 2500 3 8402 848 2488.2 2478.84 2323.8 2316.72
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1.5 2900 4 6563 328 3087.36 2916.48 3136.2 2698.88
1.5 3300 5 8563 808 3861.2 3304.6 3718.08 3081
1.5 3700 6 880 4 272 4387.2 3759 4211.84 3507
1.5 4100 8 480 4 992 5280.96 4067.2 5288.32 3961.28

4.1 Relationship between mobile Architectures: Integrated (A) and Separated (B)

The B type has the advantage of a faster crane located offshore and a faster TU travel speed. However, the unit cost of
the floating crane is m ore ex pensive than the unit cost of the crane forthe A type. It was observed that the A type
becomes more favorable when the cargo volume is small and B is more favorable when the cargo volume is large. The
cost gap between A and B grows as the cargo volume increases.

For the small size ship, the A type and B type need a small n umber of resou rces. A type automatically has four
docking points on the ship, but the B type should have a floating crane (FC) offshore to provide docking points to TUs.
Also, the unit cost of the floating crane was more expensive than the unit cost of a crane on a TU. If the B type has less
FC located offshore than nTU, t he waiting for TU will occur and it will result in in creasing the SST and increasing
SST/IAT, so that it will have more average ships in port. Therefore, the A type is preferred for the case of small cargo
volume/ship. However, when the mobile harbor serves large cargo volume/ships, it needs many TUs and uses all the
docking points of the ship. In this case, the total number of crane/ships is nTU for the A type and nD, which is four, for
the B type. Therefore, B is preferred for the large cargo volume/ship.

4.2 Relationship between Crane and RORO system

Even though the RORO system has extra cost, such as link span, guided line, stacker, and pallet system, the berth speed
is faster than the crane so it reduces the number of TUs and berths required. Also, the RORO system has a shorter berth
length compared to cranes; this covers the extra cost of the RORO system. Therefore, in most cases, crane system has a
more expensive total cost than the RORO system for a given market.

4.3 Relationship between RORO with stacker and RORO without stacker

Both kinds of architectures achieve similar berth speeds. The ROR O with stacker s ystem needs a fewe r number of
RORO resources because it divides the berth to yard transfer system into two parts. Therefore, the R ORO system just
handles half of the system. Also, the RORO system is not suitable for long distance container travel compared to the
truck because of its speed. Therefore, it is more efficient for a truck to be in charge of long distance travel. However, in
order to get this advantage, the RORO with stacker system needs an expensive stacker to divide the system into two
parts. If we reduce the expensive stacker cost, a RORO with stacker system can be competitive.

4.4 Comparison with traditional port

A traditional port (Korea Container Terminal Authority, 2008) which has been built recently was ex amined. Based on
information of con struction cost, the mobile harbor concepts are always ch eaper. However, the cost of the traditional
port was based ona 25% crane utilization assu mption. Therefore, if we cut the traditional costs by one fourth, the
traditional port will b e m ore co st effective. No te th at th roughout we h ave just con sidered t he co nstruction cost.

However, unlike the Gwang Yang port (Korea Container Terminal Authority, 2008), Hong Kong and Sin gapore have
very expensive land purchase cost and taxes. Therefore, they charge very expensive container handling fees. In those
markets, the traditional port suffers from expensive land cost while the mobile harbor has less effect on these expensive
costs because it uses a v ery short length of the seashore. Also, the A typ e is a co mpetitive solution for a very small
market. It avoids huge initial construction costs. In this case, only one or two A type TUs are required with a basic quay.

5. CONCLUSION

To generate mobile harbor architectures, an O PN model was developed. This model allowed us to gen erate feasible
architectures by autom atically enumerating all possible port design decisions. Lo gically infeasible architectures were
pruned, so that 128 feasible architectures remained. In this paper, these feasible architecture were grouped together in
an evaluation process. Only three criteria were used. The results demonstrated several dominance relationships between
the architectures. For exam ple, if we us e a floating quay at the berth, it is more expensive but can be more rapidly
deployed than the reclamation quay. Since construction time was not considered, reclamation was the m ost dominant
option. In future detailed evaluation, we can use ungrouped feasible architectures with various metrics.
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Int he e valuation process, rough-cut eq uations ( under det erministic assumptions) were devel oped based on
throughput while approximate resource contention formulas determined the ship service time for a given configuration.
These approximations were implemented in MATLAB code to study a wide range of port configurations to determine
the cheapest cost solution for a given port. For each port (ie. total annual/TEU and TEU/sh ip), the architectures were
compared and the best (cheapest) one was identified. From this result, several conclusions were drawn. The integrated
type A M H units were generally good when the TEU/ship was less th an 2500TEU/ship including import and ex port
cargo. The separated type B MH units were good when TEU/ship was greater than 2500 TEU/ship including import and
export cargo. The RORO systems at the berths for transfer of container from TU to land were superior to cranes for the
same purpose. This is due to a dramatically faster speed/meter of berth in spite of an increased infrastructure cost/berth.
RORO without stacker and direct transfer of container to yard is better than the intermediate stacker crane before the
yard. This is due to a high cost of the stacker cranes. Also, this evaluation method can be used as a quick evaluation
system.

The total cost of m obile harbors is no tin favorable condition c ompared to the traditional p ort(Korea C ontainer
Terminal Authority, 2008). However, it is a viable solution for a very small market or a place in which the cost of land
is very expensive, such as Hong Kong and Singapore. To reinforce the accuracy of this study, several studies are
recommended. Since the c onstruction time of a mobile harbor is half the traditional time, the NPV of each sy stem
should b e com pared. Also, th is ev aluation ap proach assumed a d eterministic in ter arriv al tim e a nd carg o vo lume.
Instead of using deterministic values, using random values will increase realism.
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Abstract: This study aims to de velop a si mulation framework to faci litate the desi gn and e valuation of layouts of
mega-size container terminals with multiple yards and berths which may not be regular shaped. Most studies related to
container terminals focus on regular shapes of yards and berths. However, due to pre-existing geographical conditions,
many co ntainer term inals in th e wo rld tak e on various layo uts fo r th eir m ultiple yard s an d b erths. Th e proposed
framework in this study uses a GIS to h elp terminal lay out generation. A gene ralized container terminal operations
simulation model is th en applied. The results from the simulation model can be used to evaluate overall efficiency of
each layout design and thereby help port designers make future plans that suit the given geographical conditions.

1. INTRODUCTION

International trades between countries have been rapidly increasing in volume and value with globalization. Majority of
the cargo and goods that have to be moved in international trades are packed into standardized containers for bett er
management and m ost cost -effective t ransportation. As i mportant maritime transportation no des, m ajor container
terminals are getting more and more congested as the volume of containers passing through them increased. Container
terminal operators typically arrange for various container vessels to berth at a quay and use terminal equipments (quay
cranes, yard cranes and yard trucks) to lift, transport and store containers in the yards and then transport them to some
hinterland or other vessels later. Computer simulation is usually the preferred approach to evaluate the efficiency of
container terminals in meeting future demands or in new configurations. M ost container terminal simulation models
tend to assume that berths and yards are regularly shaped (straight linear berths and rectangular yards) and simplify
their topographical rel ationships (one berth is associated with one yard). However, due to pre-existing ge ographical
conditions, many container terminals in the world take on various irregular shapes and layo uts for their multiple yards
and berths. B y consi dering t hese real geographical co nstraints, b uilding si mulation m odels bec omes much m ore
challenging and requires more effort.

Container terminal simulation models consist of r esources and logics. Resources accordingly represent p hysical
entities in the real world, such as g ates, berths, yards, vessels, quay cranes, yard cranes, yard trucks and containers.
Logics imitate the behaviors of those movable resources (terminal equipments) and decision processes made by control
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centers o f ¢ ontainer t erminals. T he ¢ onventional a pproach of b uilding a si mulation model for at ypical co ntainer
terminal is as follows. First, based on the berth length and yard length and width, construct a model of the berth and
yard. Then add quay cranes, yard cranes and yard trucks as movable resources and write logics for them. Finally, write
logics fo r decision pro cesses as ex ternal controllers of resources. Wh en runn ing the sim ulation, vessels willb e
randomly generated as the testing demand. Figure 1 shows a typical container terminal in a si mulation. Its layout has
been sim plified to conce ntrate on cont ainer operations. Because of the pre-e xisting geographical conditions the real
layout of a c ontainer terminal may not be regular shaped as shown in Figure 2. Although a big terminal with multiple
berths and y ards can be dec omposed and transformed to a fe w re gular-shaped t erminals, the operations o f various
equipments in the terminal cannot be decomposed simply. In fact, as experienced terminal managers would point out,
the terminal layo ut may impact significantly the op erations of term inal equipments. Thus, when building simulation
models for these container terminals more things need to be considered. This study introduces a simulation framework
to facilitate build ing this type of sim ulation. A Geographic Information System (GIS) has been used to help build the
container termin al layo ut. Based on th e layo ut, term inal resources will b ¢ allo cated by a sharing po licy. Then a
generalized container terminal operations simulation model is applied. The results from the simulation model can be
used to evaluate overall efficiency of each layout design and thereby help port designers make future plans that suit the
given geographical conditions.

In the rest of the paper, a literature review of previous related works is given in Section 2, followed by problem
definition in Section 3. The design of the simulation framework is presented in Section 4 while a case study is discussed
in Section 5. Finally, conclusions are given in Section 6.
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Figure 1. A Typical Container Terminal in a Simulation
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Figure 2. The Real Layout of a Container Terminal

2. LITERATURE REVIEW

In the recent decade, because of a dvancements in ¢ omputer science, simulation, especially discrete-e vent simulation,
has been widely used for investigating container terminals.

Gambardella et al. (1998) built a d ecision support system focused on the resource allocation problem and used a
terminal simulation model as a test bed for checking the validity and robustness of t he system. Nevins et al. (1998a,
1998b) developed a seaport simulation model that computes throughput capability and determines resource utilization at
a high level of d etails. The simulation allows for multiple cargo types as well as m ultiple ship ty pes. Shabayek and
Yeung (2002) proposed a simulation model of Kwai Chung Container Terminals in Hong Kong to investigate the extent
by which a simulation model could be used to predict the actual container terminal operations with a higher order of
accuracy. Demirci (2003) used simulation experiments to find that the most critical bottlenecks were created by loading/
unloading vehicles and a n investment strategy was a pplied to the model for 1oad balancing in the port. Parola and
Sciomachen (2005) tried to simulate the logistic chain of the northwestern Italian port sy stem as a whol e to evaluate a
possible future growth of container flow. Bielli et al. (2 006) elaborated on an object-oriented design of a simulator for
container terminals. Every piece of equipment, queue, or area is implemented as an object and communications among
objects are i mplemented as m essages. Zeng and Yang (2009) proposed a si mulation model for sc heduling 1 oading
operations in container terminals and then embedded this model in an optimization routine to find an optimal scheduling
scheme.

There are some papers related to simulation and container terminal layout. Nam et al. (2002) used a simulation
model with four scenarios to examine the optimal size for the Gamman Container Terminal in terms of berths and quay
cranes. Liuetal. (2004) used simulation models to demonstrate th e impact o f au tomation and t erminal layo ut on
terminal per formance. In particular, t wo t erminals wi th di fferent b ut com monly used y ard ¢ onfigurations we re
considered fo r au tomation using AGV s. Lee etal. (2007, 200 8) developed sim ulation m odels to investigate how
different vehicles and d ifferent yard layo uts can affect the efficiency of port operations. They further built a program
named Automated Layout Generation to generate different simulation models. Hartmann (2004) introduced an approach
for generating scenarios of sea port container terminals. The scenarios can be used as input data for simulation models.
Furthermore, they can be e mployed as t est data for al gorithms to sol ve optimization problems in container terminal
logistics such as berth planning and cr ane sc heduling. Ottjes et al. (2006) i ntroduced a generic s imulation m odel
structure for the d esign and evaluation of multi-terminal systems. This model is co nstructed by combining three basic
functions: transport, transfer, and stacking. Petering (2007) de veloped a com prehensive simulation model to ad dress
issues in terminal design, storage and retrieval location and yard crane control. We note that none of above works in the
literature is concerned with arbitrarily shaped container terminals with multiple berths and yards.
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3. PROBLEM DEFINITION

This study is motivated by t he problem currently faced by terminal designers int he port of Singapore, the world’s
largest and busiest container port. A big part of t he port currently occupies an area that is very close to the ce ntral
business district. As the price of land around the port rises with the demand for commercial land, it becomes inevitable
that the container terminals have t o make way. The obvious choice is to relocate the container terminals to the south
western corner of the island and the only way is to reclaim land from the sea there for container terminal operations use.
The designers need to decide on the sizes a nd shapes of the reclaimed land to ¢ onstruct a new mega-sized container
terminal that will fit into the give n ge ological constraints. It bec omes necessary that the mega-sized container will
include multiple berths and yards which will make things more complicated. Terminal designers thus face the challenge
in analyzing and evaluating different designs.

This study covers the areas of Computer-Aided Design, Port Operations and Simulation. In computer-aided design
system, accura te geographic information ne eds to be use d. Port ope rations s hould ta ke int o acc ount the problems
associated wit h resource s haring. The simulation structure n eeds to be flexible and reu sable for au tomated model
generation.

4. FRAMEWORK DESIGN

The proposed framework is designed based on the MicroCity framework (http://microcity.sourceforge.net). There are
three software layers designed in the proposed framework, namely; function layer, application layer and user layer. In
the function layer, many base functions are implemented to support higher layers. In the application layer, the terminal
layout will be analyzed and a set of generic container terminal operations will be used to control the terminal. Then a
multi-agent system will b e built to simulate the processes in the container terminal. In the user layer, users can input
parameters and planning tem plates through the specific graphical user interface. A geographical information system in
this layer can help the user to design the terminal layout. These layers are elaborated in the following subsections.

4.1 Function Layer

The function layer in th e pro posed framework is im plemented in C/C++ to provide fast functions to higher layers.
Geographical functions include coordinate transformations, line and polygon analyses and manipulations, shape overlap
analyses and etc. For building simulation in higher layers there are two series of functions: random number generators
and discrete e vent sc heduler. A M ersenneTwister random number generator (Matsumoto and Nishimura, 1998) has
been em bedded t o facilitate g enerating random n umbers in different distributions. The d iscrete ev ent sch eduler is
implemented by using a priority q ueue a nd L ua(http://www.lua.org) co routine to facilitate building d iscrete event
simulations in the application layer.

- N -

Function layer Application Layer User Layer
Discrele Evenl Engine Layout Analyses Decision Variables
{él\pplication Graphical
Random Number rogrammin ) < User )
Generator Interface Port Operations Interface Planning Templates
4
Geographical Functions Multi-agent System Geographic Information
System

\ / - e /

Figure 3. Three Software Layers in the Proposed Framework

4.2 Application Layer

135



Proceedings of LOGMS 2010

Container terminal layout is analyzed in application layer with geographical functions mentioned in section 4.1. The
geographical information of berths and yards can be extracted respectively. C ontainer stacks are generated for every
yard based on the yard shape and settings. Then a certain number of yard cranes are assigned to each stacking zone in a
yard according to the ratio of the number of stacks in the zone to the total number of stacks in the terminal. Quay cranes
are evenly distributed along the berths.

When the layout analysis is done, port operation policies need to be set for future use in the simulation. There are
nine generic operation algorithms built into the framework, namely Berth Allocation, Quay Crane Assignment, Quay
Crane Scheduling, Storage and Retrieval Location Assignment, Yard Crane Deployment, Yard Crane Dispatching, Yard
Truck Dispatching, Yard Truck Routing and Yard Sharing. Most of them consist of simple rules like first-in-first-out,
free-rotating, free-random and etc which can be extended by users with external modules. Here two algorithms need to
be highlighted: berth allocation and y ard s haring. T o minimize the inter-yard and inter-berth container flow vessels
carrying same groups of containers are likely to be allocated in a same berth. This study as sumes this problem has
already been solved. So that vessels are separately generated for every berth. Than the normal berth allocation can be
applied to allo cate v essels at certain po sitions in t he co ntinuous b erth. Th ere is ano ther issu ¢ related to irregu lar
container terminal with multiple berths and yards. If the number of berths and yards are equ al and every berth has its
dedicated yard then the whole terminal can be decomposed to several independent parts. If this situation d oes not
happen, yards can be shared by berths. Figure 4 illustrates the yard sharing policy. First, buffers are created for every
berth. Every yard stack covered by a buffer can be accessed by the c orresponding berth. If a yard stack is covered by
two or more buffers this stack is shared by several berths. The first container arriving at this stack will lock the stack to
this container's source berth until the stack become empty.

To generate si mulation m odel this study uses multi-agent syste m i mplemented in the app lication layer of the
framework. Mu Iti-agent syste ms can effectively simulate co mplex syste ms lik e con tainer terminals. Ev ery agent are
implemented as a coroutine in the multi-agent system and represented as an entity in the real world. Decision processes
are implemented as normal functions rather than coroutines for central control purpose. For instance, there are dozens of
yard tr ucks trav eling in the yard and interacting with other equ ipments. Th e job s sequence in each yard tru ck is
scheduled by the yard truck scheduler in the control center of the terminal. To model this sub system every yard truck
can be represented as an agent coroutine and the yard truc k scheduler can be treated as a central controling procedure.
The yard tru ck sch eduler will reg ularly pause all of t he ag ent corou tines to m ake plan s for yard trucks. Then the
simulation will b e resumed and all of t he agen t coro utines are activ ated sim ultaneous to con tinue th e yard tru ck
behaviors.

4.3 User Layer

The user layer of the framework is built upon the graphic user interface of MicroCity. Users can not only set parameters
save and load planning templates through the user layer but also design accurate layout of terminals with a geographic
information system. Satellite maps can be imported as t he background to calibrate th e layout design. The geographic
information will be used in the application layer afterwards. The simulation animation and results can also be displayed
in GIS to let users check the real-time simulation status.

Figure 4. The Yard Sharing Policy
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5. CASE STUDY

To test the practicability of this framework the Brani Terminal of Singapore is cho sen as an ex ample. Figure 5 shows
the design phase a container terminal. A satellite map is imported as background to help design. Blue lines in this figure
represent the berths. R ed polygons re present y ards. B ecause of the strict geo graphical con ditions, the layout o f the
whole terminal is irregular.

Figure 6 is a screens hot of a running simulation applied in the same terminal. The terminal resources are proper
allocated according to the layout. Vessels are generated randomly to test th e terminal's efficiency. An ex periment is
performed t o sho w how t he num ber of y ard c ranes in this termin al can affect th e t erminal p roductivity wh ich is
measured by quay cra ne GCR (Figure 7). As the number of yard cranes increases the quay c rane GCR first stee ply
increases the n slows down. If a c ontainer term inal h as limited reso urces th ese exp eriments can help th e term inal
operator to put reasonable invest on equipments.
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Figure 5. The Layout Design Phase of a Container Terminal
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6. CONCLUSIONS

This study int roduced a ge neral sim ulation framework for mega-sized con tainer term inals. Th ese term inals h ave
multiple b erths and yard s which are lik ely to be not regularly sh aped. Th e t hree softw are layer s i n th e pr oposed
framework provide convenient features in designing and developing simulation models for these container terminals.

The function layer provided basic functions for the application layer. The app lication layer analyses the terminal
layout and provides nine generic decision processes for operations. Simulations are built through a multi-agent system
implemented in this layer. The user layer provides friendly GUIs to facilitate inputting planning and design parameters.
The GIS in the user layer can assist users to visually and accurately design terminal layout.

From the case study we can see thatac omprehensive simulation model for a real c ontainer t erminal can be
generated on this framework. Various analyses can be performed by using the framework to provide useful information
for port operators and designers. Obviously, the framework will greatly reduce the modeling effort and contribute to the
integrated efficiency solutions for container terminals.

138



Proceedings of LOGMS 2010

7. REFERENCES

Bielli, M., Boulm akoul, A. & Rida, M., 20 06. Object oriented m odel for ¢ ontainer te rminal distri buted sim ulation.
European Journal of Operational Research, 175(3), 1731-1751.

Demirci, E., 2003. Simulation Modelling and Analysis of a Port Investment. SIMULATION, 79(2), 94-105.

Gambardella, L.M., Rizzoli, A.E. & Zaffalon, M., 1998. Simulation and Planning of an Intermodal Container Terminal.
SIMULATION, 71(2), 107-116.

Hartmann, S., 2004. Generating scenarios for simulation and optimization of container terminal logistics. OR Spectrum,
26(2), 171-192.

Lee, L.H. et al., 2007. A simulation study on the uses of shuttle carriers in the container yard. In Proceedings of the 39th
conference on Winter simulation: 40 years! The best is yet to come. pp. 1994-2002.

Lee, L.H. et al., 2008. A study on port design automation concept. In Proceedi ngs of the 40th C onference on Winter
Simulation. pp. 2726-2731.

Liu, C. et al., 2004. Automated guided vehicle system for two container yard layouts. Transportation Research Part C:
Emerging Technologies, 12(5), 349-368.

Lua: The Programming Language Lua. http://www.lua.org
Matsumoto, M. & Nishimura, T., 1998. Mersenne twister: a 623-dimensionally equidistributed uniform pseudo-random
number generator. ACM Transactions on Modeling and Computer Simulation (TOMACS), 8(1), 3-30.

MicroCity: A Spatial Analysis and Simulation Framework. http://microcity.sourceforge.net

Nam, K., Kwak, K. & Yu, M., 2002. Simulation Study of Container Terminal Performance. Journal of Waterway, Port,
Coastal, and Ocean Engineering, 128(3), 126-132.

Nevins, M.R., Macal, C.M. & Joine s, J.C., 1998a . A Disc rete-Event Sim ulation Mode I for Seaport Operati ons.
SIMULATION, 70(4), 213-223.

Nevins, M.R., Macal, C.M., Love, R.J. et al., 1998b. Simulation, Anim ation and Visualization of Seaport Operations.
SIMULATION, 71(2), 96-106.

Ottjes, J. et al., 2006. Simulation of a multiterminal system for container handling. OR Spectrum, 28(4), 447-468.

Parola, F. & Sciomachen, A., 2005. Intermodal container flows in a port system network:: Analysis of possible growths
via simulation models. International Journal of Production Economics, 97(1), 75-88.

Petering, M., 2007. Design, analysis, and real-time control of seaport container transshipment terminals. University of
Michigan.

Shabayek, A.A. & Y eung, W.W., 2002. A simulation model for the Kwai Chung container terminals in Hong Kong.
European Journal of Operational Research, 140(1), 1-11.

Zeng, Q. & Yang, Z.,2009 . In tegrating simulation and optimization to sch edule 1 oading operations i n con tainer
terminals. Computers & Operations Research, 36(6), 1935-1944.

139



Proceedings of LOGMS 2010

AN OPTIMAL ALGORITHM FOR SINGLE YARD CRANE SCHEDULING

Byung-Hyun Ha'* and Byung-Cheon Choi’

'Department of Industrial Engineering
Pusan National University

San 30, Jangjeon-dong, Geumjeong-gu
Busan, Republic of Korea
e-mail: bhha@pusan.ac.kr

? Department of Business Administration,
Chungnam National University
79 Daehangno, Yuseong-gu
Daejeon, Republic of Korea
e-mail: byungcheon.choi@gmail.com

Abstract: In container terminals, one of the most important performance measures is the berthing time of container
vessels. The competitive ad vantage of termin als comes from their ability to serve container transporters, such as con -
tainer vessels and trailers, as qu ickly as possible, and the efficient operations of yard cranes are one of the key factors
for the high level of service. In this paper, we consider the problem of scheduling single yard crane in a container block.
The goal of our study is to get the yard crane schedule that minimizes the average waiting time of trailers, which is
measured by the difference between the ready time and the start time of a job. We explorer the several properties in the
problem and suggest an optimal approach based on sweeping concept. We validated the effectiveness of our idea using
numerical experiments.

1. INTRODUCTION

A container terminal in a seaport is the interface between land and marine transportation of containerized cargo. It plays
an important role in intermodal transportation by storing containers temporarily on a container yard, in order to resolve
the indispensible discrepancies between schedules of various transport modes. In most terminals, containers are stored
in the form of container blocks on a container yard. Yard cranes pile up containers, delivered by container trailers, into
blocks, and retrieve containers from blocks and load them into trailers. In container terminals, one of the most important
performance measures is the berthing time of con tainer vessels. Hence, the co mpetitive advantage of terminals comes
from their ability to serve container transporters, such as container vessels and trailers, as quickly as p ossible, and the
efficient operations of yard cranes are one of the key factors for the high level of service.

In this paper, we consider the problem of scheduling single yard crane in a container block. There are two types of
jobs assigned to yard cranes: i) retrieving a container from a block and loading it to a trailer and ii) pick ing up a con-
tainer from a trailer and storing it to a block. A container block consists of container bays and a trailer stops directly by
the bay, where a c ontainer to be retrieved is placed or where one to be store d will be place. To handle a job, a yard
crane first moves from its current position to the place where the trailer requesting the job arrives, and then it serves the
trailer. The ready time of a job is defined as the time when the trailer with the job arrives by the bay where the trailer
will be served, and the start time of a job as the time when a yard crane completes the movement to the bay. The goal of
our study is to get the yard crane schedule that minimizes the average waiting time of trailers, which is measured by the
difference between the ready time and the start time of a job. Similar to other single-machine scheduling problems, a
schedule of the problem is defined by a sequence of jobs. The problem has been studied in the several literatures, in-
cluding Kim, Lee, and Hwang (2003), Kim and Kim (1999), and Ng (2005), and they have majorly suggested the prac-
tical rules for the yard crane dispatching.

The organization of this paper is as fo llows. In Section 2, we review the related research and identify the various
perspectives on the problem and the possible applications. In Section 3, we precisely define the problem and suggest a
mixed-integer programming model. An optimization al gorithm by the concept of sweeping is presented in Section 4,
and the performance of the suggested algorithm is discussed in Section 5. Lastly, we draw the conclusions in Section 6.

2. LITERATURE REVIEW

The problem in this study is characte rized as a single-machine problem with th e read y ti me of a jo b, the same
processing time reg ardless of a job, and the sequence dependent setup time, which is sp ecifically determined by the
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bays where two consecutive jobs are related (Bianco, Dell’Olmo, and Giordani, 1999). From the results of the schedul-
ing research, the problem with the general setting is classified as NP-hard, because its special case is the problem with
the ready time of a job and the total completion time as the objective function (1 | rj| £C;j), which has been proved as
strongly NP-hard (Lenstra, Rinnooy Kan, and Brucker, 1977). When the ready time constraint is relaxed and the mini-
mization of the maximum completion time of a job is considered as the objective function, the problem becomes poly-
nomially solvable (Pinedo, 2008). Baptiste (2000) considered the identical parallel machine scheduling problem with
the constant processing time and the minimization of the total cost function, with special structure, determined by the
completion time of a j ob. He proposed a dynamic programming approach t hat considers every possible release tim e
point and proved that the problem is polynomially solvable. Hence, when the ready time o f a job is not considered in
our problem, it al so bec omes p olynomially sol vable, because itis a sp ecial case of t he problem in B aptiste (2 000).
When two consecutive jobs are at the same bay, the setup time (the moving time of a yard crane) is zero. Thus, the se-
tup time can be consi dered as the family setup time by regarding the jobs at the sam e bay are in t he same family, and
our problem is the single machine problem with the ready time of a job and the family setup time (Baker and Trietsch,
2009, Allahverdi, Gupta, and Aldowaisan, 1999).

The problem in this study can also be interpreted as the travelling repairman problem (TRP). The Line-TRP is the
TRP problem with the special distance structure, where the jobs are considered as located along a line. Without the re-
lease dates and with the zero processing times, Line-TRP can be solved in polynomial time of O(n”) (Afrati et al., 1986)
but it was mentioned as an open problem in Tsitsiklis (1992) when the problem is one with the general processing times.
When the release dates are ¢ onsidered with the zero processing times, the problem is NP-hard but open whether it is
strongly NP-hard or not (Sitters, 2004). With the general processing time, the problem is strongly NP-hard, because its
special case is 1| rj| XC;jas well. When not only the release dates but also the deadlines are considered, the problem
becomes even harder. In that case, some bounds can be imposed on the problem input to make the problem more tracta-
ble. When a bound B is imposed on the number of nodes, the problem with the release dates, the deadlines can be solv-
able in O(B’n®). However, when the general processing times are considered, it is also strongly NP-hard, because 1 | I |
2C;j is reduced to the problem, again. When a bound D can be given on the number of the active jobs at every time point,
where a job is active at time t if tis in th e interval between the release date and the deadline of the job, the travelling
salesman problem (TSP) with the release dates and the deadlines can be solved in time of O(TD?*2P), where T is an up-
per bound on the time horizon of the problem, while TRP with the same settings is NP-hard even in the case of the zero
processing times (Tsitsiklis, 1992).

3. PROBLEM DESCRIPTION

There are n jobs given with the ready time rj of job j. We assume the common processing time of all jobs and it is de-
noted by p. Further, it is assumed that the moving speed of a yard crane is constant and the setup time is proportional to
the distance of the bays where two consecutive jobs are 1 ocated. Without the loss of the generality, we supp ose that a
yard crane moves one bay per one time unit. The location, where job j is realized, is denoted by b;. Initially, a yard crane
located at the location ly. Let C;jand yj;, respectively, be the completion time of job j and the temporal precedence be-
tween job i and j. A mixed-integer programming for the problem in this study is as follo ws with the decision variables
yii’s, where M is a sufficiently large number.

n

. G—p—7

min. ZT (1)
j=1

st |lo—b|<C—p vj (2 )
r+p <G vj 3)
Ci+|bi—b|l+p<C+MA-y;) V(4 )
C;+ |b; — bj| +p < C; + My;; Vi Vj(>i) (5 )
yij=0orl Vi Vj(>i) 6)

Note that the objective of minimizing average waiting times is equ ivalent to t he one of minimizing total completion
times, because
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n n n
. G-p—1_ .
min. Z—Emln. ZCj—p—rjEmln. ch (7
n j=1 j=1

j=1

We will use the above equivalence when we identify the dominance rule in Section 4.

As mentioned in the previous section, the Line-TRP with the release date s and the zero processing times is NP-
hard. Hence, it is clear that the problem above is more difficult because it has the processing time with strictly greater
than zero. Nevertheless, the special properties, compared to the Line-TRP, are in the problem. First, e very setup time,
represented as |l; — Ij] above, is an integral number, and it can be interpreted as the same distances between two adjacent
nodes in the perspective of Line-TRP. Second, the common processing time p is relatively large compare to the moving
time between bays. For example, p is usually from 20 to 30 time units in practice while a yard crane moves by 1 bay in
1 time unit. Hence, the processing time is possibly represented by a certain integer. In the following section, we exploit
the properties and suggest an optimal algorithm.

4. AN OPTIMAL APPROACH

In this section, we first assume the common processing time to be zero, and develop an optimal algorithm. In the end of
the section we provide the extension to the processing time greater than zero.

Define J as a set of all jobs. Let a state S be the 4-tuple (1, I, A, z) where t, |, A, and z denote a time point, a location
of a yard crane, a set of jobs already handled, and the total completion time of the jobs in A, respectively. The interpre-
tation of the state is th at a yard cran e is lo cated on bay | at time t and it has already handled jobs in A with th e total
completion time z. By determining the next job to be scheduled, the state S = (1, |, A, z) can be followed by the new state
S'=(,I' A", z'), such that

U'e{bljej—A} ®

t' = max{ll - l'|,minje{j|b,=l’}{rj}} ®

A, — AU {]|T] < t’,bj — l/} (10)

. Ezf (11)
JEA'-A

The basic idea in our optimal approach is to sweep every possible state in ascending order of t, from time zero.
Note that, when the next states are derived using Equation (8), not all the possible locations need to be considered, be-
cause some states can be considered based on the new state when t’ = |l — I'| holds in Equation (9). One of our con-
jectures is that, from the properties discussed in the previous section, the number of states does not increase too highly,
even though it is p ossibly very large, especially when the dominated states are pruned effectively. There can be m any
possible dominant rules between the states and we describe an effective rule used by our algorithm as follows: state S =
(t, I, A, 2) is dominated by S' = (t', I', A", Z'), when

Ac A (12)
t—l=U|>t (13)
z>7z —z" (A — At (14)

where z*(A' — A, t, 1) is the minimum total co mpletion time wh en a yard crane handles all o f jobs in (A" — A) by
starting from bay | at time t, and there is an optimal algorithm for obtaining z*(X,t,l) with the time complexity with
O(n?), when ri<tforall je X (Afrati et al., 1986). While running the algorithm, the states that have not been dominated
by others are kept as the frontiers. When a state is derived, it is compared with the frontiers and is pruned if there exists
a frontier state which dominates the ne wly derived state. Otherwise, the new state becomes a frontier, and then each
former frontier is checked whether it is dominated by the new frontier and pruned.

The proposed sweeping approach is not difficult to be extended to the problem with the processing times greater
than zero with the following properties. First, th e schedules with the processing order agreeable to the ready times of
jobs in a specific bay constitute a dominant set. Second, when a yard crane completes a job, if there are the waiting jobs,
i.e., the jobs with the completion time not less than the ready time, in the same bay with the completed job, the waiting
jobs should be scheduled next. Third, z*(4A" — A, t,1) can be still polynomially solvable because
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k-1 k-1 (+1)
nn D
G = Z Ciwy = Z Z(sm[m] +kp) = Z Z S+ Y5 (15
J k k i=0 k i=0

where [K] is the kth job in the sequence and Sj; is the setup time when job j is handled immediately after job i.

4. EXPERIMENTAL RESULTS

For the experiments, we use the input, N, |y, and y, from which there are generated n jobs with bj, uniformly distributed
from 1 to lyax, and rj, uniformly distributed from 1 to (N-7*lnay). The experiments are carried out using a PC with Intel
Core2 Duo 2.53GH, 4GB RAM, and Windows XP.

Table 1. Average Computation Times using ILOG CPLEX (in sec.)

/4
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
20 1.50. 50. 30. 10. 20. 10. 10. 1 <0.0 <0.0
25 4.7 1. 10. 80. 50. 80. 6 0. 30. 6 0. 6 0. 1
30 73.7 13.2 1. 30. 70. 60. 70. 70. 80. 70. 7
n 35 405.1 134.5 120.3 76 072 346 433 124 8
40 294425 8923 4315 6114 1010 3.7 92.3 52.6
45 285424 5119 9621 1212 0.8 68.112 34
50 437.628 6.626 0.022 1617 6217 3118 38

Table 2. Average Computation Times using the Proposed Algorithm (in sec.)

Y
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0
200 68.0 2. 50. 90. 50. 30. 30. 20. 20. 20. 2
250 141.1 3. 81. 40. 90. 6 0. 50. 40. 30. 30. 3
300 239.7 8. 52. 41. 4 0. 90. 80. 6 0. 50. 50. 4
n 350 372.2 10.7 3. 82. 11. 51. 10. 90. 80. 70. 6
400 561.1 16.7 5. 52. 8 1. 91. 51. 21. 01. 00. 9
450 778.0 23.47. 14. 02. 52. 01. 61. 41. 31. 1
500 12503 31.8 8. 54. 53. 22. 52. 11. 8 1. 61. 4

Table 1 shows the average computation times of solving the problem instances by the mathematical programming
in Section 3 using ILOG CPLEX. The empty cell in the table denote the computation time greater than 1 hour. We used
ten instances per setting. Our optimal algorithm is implemented using C++ language and the computation times for all
the instances used for Table 1 are less than 1 sec. Table 2 shows the computation time of our algorithm for the large-
size problem instances.

5. CONCLUSIONS

In this paper, we consider the problem of scheduling single yard crane in a container block. The goal of our study is to
get the yard c rane schedule that minimizes the average waiting tim e of trailers, which is m easured by the differe nce
between the ready time and the start ti me of a j ob. We explorer the several properties in the problem and suggest an
optimal approach based on sweeping concept. We validated the effectiveness of our idea by numerical experiments.
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Even though the problem presented in this study is NP-hard in general setting, it is still o pen whether the problem
is polynomially solvable or not, when the properties suggested in Section 3 are considered. Hence, it would be challeng-
ing to study the time complexity of the problem given together with the properties.

Commonly, there are two di fferent types of trailers th at request operations of a yard c rane: the e xternal trailers
from outside of a term inal and the yard trailers op erating internally within a term inal. The former is in charge of the
container transportation between container terminals and cont ainer shippers, and delivers containers through gates of
terminals. The latter tran sfers containers between a yard and a berth, where quay cranes load and discharge containers
for a vessel, or between container blocks in a yard. That is, it is in charge of the container flow within a container ther-
mal. Hence, each job has its own weight inherently. The possible direction of further research lies not only in the relaxa-
tion of the common processing times assumption but also in including the weight of jobs.
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Abstract: Expert system plays an important role in port machine diagnosis, which aims at automatic equipment test for
higher availability and efficiency of port operations. In this study, a port machine diagnosis expert system is p roposed
based on multi-reasoning m echanism. R elying on the knowledge ac quired from the e xperienced ex perts in the p ort
machine engineering, the system builds a library of relative experience and a set of rules of reasoning and estimating.
Multi-reasoning m echanism th at sim ulates th e decision-making process of domain e xperts i s em ployed t o ac hieve
reliable diagnosis results. The r easoning mach ine integrates artificial n eural n etwork, uncertain decision making and
decision tree, whic h ¢ omplements each othe r by sustainable growing voting mechanism. The effect of't his
multi-reasoning m echanism is eval uvated and validated by m eans of M atthew’s Correlation C oefficient. The system

incorporating the mechanism is successfully designed, implemented and applied in Shanghai Port.

1. INTRODUCTION

The modern port op eration is becoming more and more complicated and th e co llaboration of different type of port
machine is required to be more reliable and secure. The interruption of operation caused by the unpredictable faults of
the system will have huge ec onomic loss and eve n heavy casualty as a consequence. On both the practice and the ory
level, it is o f great importance to develop the practical re search on port machine dia gnosis in ord er to im prove the
accuracy and the sensitivity of diagnosis, to lower the rate of false alarm and to increase diagnosis efficiency.

The Diagnosis expert system is the application of expert system to the diagnosis Domain. It makes full use of such
strong ab ility to process the knowledge of the exp erts as acq uiring t he kno wledge, memorizing the kno wledge and
reasoning. B ased ont he ¢ haracteristic si gnals (i ncluding t he normal and ab normal one s) a nd other diagnostic
information, the diagnosis expert sy stem indentifies sub-system or relation of some specific level which causes faults
and finds out initial reasons for these faults.

By researching and applying multi-reasoning mechanism, this paper mainly works out the basic theory and design
of port machine diagnosis exp ert system. A fter stud ying the characteristics, advantages and disadvantages of se veral
traditional rea soning m echanisms t horoughly, th e artificial n eural n etwork r easoning. decision tree reas oning and
uncertain decision reasoning are combined to do rese arch on the multi-reasoning mechanism and base d on which the
Diagnosis Ex pert Sy stem reasoni ng m echanism is devel oped and the knowledge base is desi gned according to the

requirement of Expert System and port diagnosis domain .
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2. EXPERT KNOWLEDGE ACQUISITION AND REPRESENTATION

The port machine diagnosis expert knowledge in this system includes the ex pert personal knowledge and the domain
knowledge. The p ersonal kn owledge refers to the personal experience and t heories summarized fro m th e lo ng-time
practice by the domain expert. It is reserved to the expert and differentiates the domain expert from other domain staff.
The domain knowledge refers to the one known by the common domain staff.

In the process of sy stem devel oping, the system researc h staff's hould read the techn ical m aterials on the port
diagnosis and know the basic domain concepts, the difficulties and the way o f thinking so that they can be understood
when co mmunicating with the domain st aff. Fo r th ese do main staff, itis not propert o have them k now the
implementation d etails of t he system . Be cause th ey do n ot have th e p rofessional computer know ledge (su ch as
computer language and program design), the domain staff uses natural l1anguage w hen building knowledge. For the
convenience of knowledge entering by the experts, this system applies graphic way of entering knowledge based on the
fault tree. According to the requirement o f the system, a set o f exp ert kn owledge entering form is p rovided for the

domain experts to fill in. Take tablel as an example.

Table 1. Signal parameters of diagnosis process

Machine diagnosis signal Signal Signal Signal

type clause name name number amplitude cycle

In the part of the exp ert k nowledge described by the rules, there are only t wo rel ationships in t he di agnosis
knowledge base f rom the view of logical knowledge representation: rule and fact. T he facts included machine type,
diagnosis clauses a nd signal codes, as shown in fi gure 1, which describes the specific re quirements of port machine
diagnosis. The rules which is the central part of diagnosis expert knowledge base, is exclusively appointed through port
machine t ype, di agnosis cl auses an d signal co des. T he di agnosis co nsequence i s made by t he signal codes a nd
corresponding Status.

Besides gaining the knowledge from the original information provided by the experts, the system can also increase
the accuracy of reasoning by such learning mechanism as artificial n eural nets, uncertain deduction and decision tree

and therefore better the knowledge base which also saves the data structure and weight values of these mechanisms.

Machine Type«

Diagnosis Clauses Of « Diagnosis Clauses Of « Diagnesis Clauses Of «
Machine Type 1 « Machins Type2 o ===|Machine Type N«

I i I i I I i 4
Signalsd [tules+ Signalsd|rulese Signals<jrulese Signals<|Siznals
Ofe ofe ofe ofe | mmmm e - Of« Of« Ofv Ofv
Clause 1| [Clause 1F--Clause N [Clause N Clause 1||Clause 1|7 £lause 1|Clause N

o o o o o o o w

Figure 1. Knowledge base hierarchical structure
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3. RESEARCH AND APPLICATION OF MULTI-REASONING MECHANISM

3.1 Artificial Neural

BP neural netis a Sim plex Communication and multilayer forw ard arti ficial n eural network. Besides th e input and
output layers, BP net has one or se veral hidden layers. There is no connection between the nodes on the same layer.
Every node is a single nerve cell, of which transfer function is commonly sigmoid type function (Timo et al., 2003).

In the diagnosis expert system, the right result is reasoned by the well-trained neural networking, which is set for
each diagnosis clauses in the knowledge base. The six signals of diagnosis clause 10 can be expressed as an input vector
of six dimensions, each of which represent one signal, so the input layer is set to have 6 input neural nodes. The output
layer is set to have 6 output neural nodes due to the number of diagnosis consequence. The next step is to determine the
number of lay ers and nodes within of the hidden layer. In this system, according to the changes of node number of
input and ou tput layers in different d iagnosis clau ses, th e nod e nu mber of the hidden layer is d ecided as  (int)
Sqrt(number of i nput nodes*number of output n odes). M eanwhile, the rules in the clause 10 are transferred to the
training samples in order to train the BP artificial neural networking.

A reasoning training m odule and a reasoning prediction module constitute the Artificial Neural Network module

and are built on knowledge base system and port machine diagnosis platform separately as shown in figure 2.

Feedbacks'

check+

rules zample +

o

Figure 2. Artificial neural network reasoning flow diagram

3.2 Uncertain Decision Making

In this system, the results and application of traditional reasoning mechanism are restricted by the expert knowledge,
which is limit ed in co mparison with th e real situation. The Fuzzy match uncertain reasoning will wo rk as t he major
Uncertain D ecision r easoning m ethod (S.Horikawa, 2002). In this method, i nput si gnals and exp ert kno wledge rule
antecedent are matched to form the uncertain rules. The Fuzzy match uncertain reasoning is chosen to put high reliance
on t he e xpert kn owledge, a nd t herefore t he uncertainty of t he proof co uld be acc urately sol ved. The ¢ ontinuous

feedback reasoning trai nings on In itial rules cou ld help to in crease th e cred itability of uncertain rules rap idly and
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accordingly come to a correct conclusion more easily.

The 1 oss of the rule an tecedent m akes it a failu re to determine the rul e conseque nt. The aim of fuzzy match
uncertain reasoning is to solve the signal loss, which will caused by the delay or blockage in the processing of the signal
transfer; and the in completeness of the rule b ase makes it d ifficult to reaso n correctly. Th e diagnosis task can be
completed by uncertainly reasoning the all previous real diagnostic data. What’s more, the system, by analyzing a 11
previous diagnostic data, can come to an answer to adjust the credit of uncertain rules and the flow diagram is shown in

figure 3.

Intput signalse’
Signal transformation+

Uncertain rules matche’ Fuzzy match Uncer tain reasoning:

Uneertain rules expert rulese

(lmowledgebase)!

Handle resulte
(knowledge base) -

Secondary ruless

Aecept feedbacke

Feedback info

Figure 3. Uncertain Decision Making reasoning flow diagram

3.3 Decision Tree

The decision tree is a data mining method to find out classification of data set by constructing decision tree. The key
part of it is how to construct highly-accurate size of a sm all tree. As a tree structure similar to flow chart, the decision
tree has th e best ex tension Property as its internal nod e and categ ory Property value as its leaf node. The edge of
internal node is the value of best extension Property. The data sets of the internal nodes are im pure and classified to
different categories. Each internal node means the diagnosis of one Property. The data set of the root node is training set.
The data sets of other internal nodes are the training subsets. The data set of the leaf node is pure training subset, which
represents one diagnosis output. When decision tree is being constructed, many branches, which indicate the noise or
outlier in the training d ata, will be tested and cancelled by Tree pruning method (J.Ross et al., 199 7) to better the
accuracy of the unknown data classification.

In this system, the decision tree reasoning module has the capability to construct reasoning functional tree
structure through massive training samples. Every internal node represents the diagnosis on one property and the branch
of such a node means each result of the diagnosis, as a result, every leaf node means one diagnosis consequence. In
order to classify and indentify the unknown signal data, the property value in the data sets of the decision tree is to be
diagnosed from the root node to the leaf node, which forms a route of the category reasoning on the relative object. If
the conclusion cannot be reached one at a time according to the expert rules, the already-constructed decision can be
used to do reasoning to bring out a somewhat reliable conclusion. In addition, the decision reasoning module can give
feedback to the deduced rules, save the feedback and perform retraining to continuously improve the accuracy of the

reasoning mechanism. The following, as shown in figure 6, is the flow diagram.
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Intput signals+'

'
Check decizion tree+
Read expen
|
ue

h 4

Simnal transfornmations
decision tree reasoning+

boccept feedbacks
Qutput result+

Feedback info+

Figure 4. Decision Tree reasoning flow diagram

3.4 Research and Evaluation of Multi-Reasoning Mechanism

Reasoning Me chanism needs to be e valuated by a s pecific method. Re asoning m echanism model aims to co rrectly
classify a new sample and the measure of mechanism quality is common reasoning accuracy. All available samples are
divided into two types: training samples and test samples. First, the training samples are used to construct reasoning
model, and then the test samples are used to evaluate the model on the basis of the accuracy. Training samples and test
samples sh ould be not only lar ge en ough bu t also i ndependent. With th e train ing sa mples and test sam ples, it is

necessary to decide which statistical method to measure the accuracy of the forecasts. In this paper, we use Matthew’s

Correlation Coefficient (Smith, 1998), as shown in equation 1: % denotes the number of correct classification,
denotes Classification faults, ™ d enotes Negative faults, ™ denotes The number of correct negative.
C - TP xTN — FP x FN
' J(TP +FN)(TP + FP)(TN + FP)(TN + FN) )

Matthew correlation coefficient is between number 1 and -1. If the value is 1, then the model is completely positive
correlation, -1 indicates pe rfect negative correlation predicted, 0 m eans no corre lation. If th e reasoning mechanism of
Matthew correlation coefficient is as close to 1 as possible, the accuracy of this reasoning will be better. For instance, as
a reasoning consequence ‘replacement accelerometer' of clause 10, the historical data is collected from 100 diagnostic

records to calculate the Matthew correlation coefficient, the results shown in Table 2.
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Table 2. Matthew’s Correlation Coefficient of clause 10 “Change Accelerometer”

Ann  [Uncertain decision[Decision tree
TP 30 28 29
FP 1 2 2
FN 0 2 1
TN 68 68 68
C1 0. 954 0.936 0.941

Similarly, with th e remaining reasoning consequence of clause 10, we calc ulated the Matthew correlation
coefficient, as shown in Table 3.

Table 3. Matthew’s Correlation Coefficient of diagnosis clause 10

(clause 10)diagnosis
Ann | Uncertain decision | Decision tree
consequence

Change Accelerometer 0. 954 0. 936 0.941
Return to factory 0. 956 0.932 0.938
replace 1A4A1 board 0. 967 0.927 0. 944
replace R34 1. 000 0. 942 0. 945
replace 1A4A10 0.974 0.933 0.947
reset 1A4A8 0. 966 0.926 0. 951
c 0.970 0.933 0. 944

From the analysis of data showed 10 diagnosis clause, three reasoning mechanisms are different in accuracy, and
artificial n eural n etwork is better. Dia gnosis clause 11 and 14 are introduced to do comparison study to gether with

diagnosis clause 10, as shown in Table 4, to build mechanism compatible with this system.

Table 4. Description of diagnosis clause 10,11 and 14

diagnosis clauses | Ann Uncertain decision Decision tree

clause 10 0. 970 0.933 0.944
clause 11 0. 974 0. 952 0. 986
clause 14 0. 975 0.992 0.947

The a verage Matthew correlation coe fficients of diagnosis clause 11 and 14 are respectively c alculated in

accordance with the method of diagnosis clause 10, as shown in table 5.
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Table 5. Comparison of average Matthew’s Correlation Coefficient

Signal Rule | Consequence
diagnosis clauses
number | number number
clause 10 6 6 6
clause 11 11 14 13
clause 14 18 33 28

We can see from Table 5, none of three reasoning mechanisms has the highest reasoning accuracy on all diagnosis
clauses, which means that con cerning the issues studied in this system, no si ngle mechanism is superior to other two
mechanisms. In this system we uses a common technology to combine the artificial neural network, uncertain reasoning
and decision tree, so as to create an improved mechanism to increase the reasoning accuracy.

In this system the growing voting Mechanism is used to set the credit weight value of three reasoning mechanisms
for each clause and constantly adjust the weight values to make the most successful reasoning mechanism in history get
higher priority.

Take clause 14 for e xample, first set the reasoning m echanism for each initial value of 1, and then adjust the
weight values according to results of each reasoning proc ess through feedback and validation. T he current value of
uncertainty decision is 152, the current value of ANN is 138, the current value of decision tree is 115, when a new
group of signals is being reasoned, the result of the uncertainty rule is ‘replace 4A1A board’, the result of artificia |
neural network is ‘replace 4A4B board’, the result of the decision tree is ‘reset 1A4A8’. In this case, the voting weights

will be calculated:

152
The value of ‘replace 4A1A board” = A52+”5+138) =37.53%

138
The value of ‘ replace 4A1B board’ = %152“15*138) =34.07%

115
The value of “ reset 1A4A8° = %152”15”38):28.39%

When user gi ves feedback on this diagnosis reas oning, if the actual failureis ‘replace 4A1A’, the val ue of
uncertainty decision will be added by 2; if the actual failure is ‘replace 4A1B’, the value of artificial neural network will
be added by 2; If the actual failure is ‘reset 1 A4A8’, the value of decision tree will be added by 2; if the actual failure
turns out to be ‘replace 3A1A’, not among the above three consequences, the value of three reasoning mechanisms will

be reduced by 1. The current credit weight values of the diagnosis clause 10, 11 and 14 are shown in Table 6:
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Table 6. Credit weight values of different reasoning mechanism

MachType | Diagnosis Clauses | reasoning mechanism | Credit weight value | LastUpdate
1 10 Uncertain decision 198 2005-8-6
1 10 ANN 212 2005-8—6
1 10 Decision tree 186 2005-8-6
1 11 Uncertain decision 124 2005-9-12
1 11 ANN 152 2005-9-12
1 11 Decision tree 174 2005-9-12
1 14 Uncertain decision 152 2005-9-12
1 14 ANN 138 2005-9-12
1 14 Decision tree 115 2005-9-12

After a period of training, the reasoning mechanism with the higher weight value (that is, the higher success rate)
will become more important and reliable, and taking the contribution to the reasoning process of other mechanisms into
full consideration, multi-Reasoning mechanism can come to a more accurate final reasoning result. The flow diagram is

shown in figure 6.

Complet elv mat ohedd

| Uncertaine
Decizions
+
Input+
Signals Mat che Anne 7 rowdng+ v Reazoning+
Azt 2+ > Expert+ L -iVottlng« > regulty
rules+ s “
Decizion+
treer

Figure 5. Multi-Reasoning Mechanism flow diagram
The average Matthew correlation coefficients, calculated through the same historical data in table 5, are shown in
Table 7. As a result, we can see the growing voting mechanism, which combines with different mechanisms, improves

the accuracy of reasoning in port machine diagnosis by data analysis.

Table 7. Comparison of average Matthew’s Correlation Coefficient including multi-Reasoning mechanism

Diagnosis Clauses Ann Uncertain decision | Decision tree | Growing voting

Clause 10 0.970 0.933 0. 944 0.982
Clause 11 0.974 0. 952 0. 986 0. 986
Clause 14 0.975 0.992 0. 947 0. 994
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4. CONCLUSION

Based on the theories above, the port machine diagnosis expert system has been developed. The system consists of four
parts, as shown in Figure 7, si gnal ac quisition server, knowledge base management server, port machine diagnosis
platform and knowledge dat abase. System process flow is as follows: diagnosis platform receives the signals from
signal acqu isition serv er, wi th conn ecting to knowledge b ase of sp ecific typ ¢ of port machine, m ulti- reas oning
mechanism starts work t o achieve rel iable diagnosis results. The kn owledge base m anagement server is used to
maintain knowledge and train reasoning mechanism to improve the accuracy of this system.

This paper is just one feasible proposal for the complexity port machine diagnosis. It needs to track the development
of cutting edge to fu rther optimize the reasoning mechanism, so as to i mprove the accuracy and p erformance of t he

system to achieve better diagnosis results.

Signal+ Enowledge base+
Acquisition+ Management
servert servert

Enowledge
databasze+

Port machine +

Diagnosis platforms
Management

Figure 7. system structure
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1. MODEL DESCRIPTION

Empty containers are im portant logistics res ources need to tran sport freigh t from p ortsto ports orin i nland
transportation. To improve customer-service levels and productivity, shipping companies wish to manage and operate
empty containers efficiently. Owing to the trade imbalances, some ports have a 1 arge number of unnecessary em pty
containers but other ports need more empty containers. There exists the same problem among depots in inland transport
systems due to demand and supply imbalance of empty containers. In order to solve the imbalance problem, there are
three options which are repositioning, ordering of empty containers and leasing of empty containers to replenish empty
containers. But or dering o f empty containers requires a long lead-time, 1 easing of e mpty containers s hould be also
returned to leasing companies after a specified period.

On the other hand, shipping com panies de sire to move em pty containers in surplus areas to s hortage areas t o
reduce shortage and holding costs. However repositioning of empty containers between depots and ports needs a lead -
time and t ransportation cost. Therefore, we need efficient policy for repositioning empty containers to minimize total
cost.

Optimization s tudies a bout e mpty cont ainer m anagement ha ve been done by se veral researc hers. C heung and
Chen (1998) considered a t wo-stage stochastic net work for the dynamic em pty containers al location problem. They
used a single-commodity stochastic and dynamic network to model both owned empty containers and leased containers.
Thus, the t wo-stage st ochastic net work has been solved using the stochastic linearization method. . Li et al. (2004)
developed a (u, d) policy to deal with the allocation of empty containers and built a mathematical model to compare the
average costs of finite horizon with infinite horizon case. This study was then extended by Lietal. (2007) in c ase of
multi-ports. Th ey concerned with th e allocation of empty containers between multi ports and developed a heuristic
algorithm to minimize the average cost.

In this study, we consider an inventory c ontrol problem of em pty containers in two ports with t wo depots in
surplus ar ea. There ar e depots, po rts an d custo mers in th e in land tran sport network sh own in Figure 1. Shipping
company op erates tw o-depots and ports to store empty containers and provide them for transportation of freight. For
transporting freight, depots and ports send empty containers to their customers. Also depots and ports usually send the
remaining empty containers to shortage areas and reduce holding and shortage costs. In general, the demands of empty
containers in ¢ ustomer places may be unce rtain and it is very difficult to know the exact amount of necessary empty
containers. We assum e t hat dem ands of e mpty containers in cust omer 1 ocations per unit time are i ndependent and
identically distributed random variables. We want to determine the amount of repositioning empty containers a nd the
safety stock level. The holding, transportation and shortage costs are considered. We propose an efficiency policy to
determine the reasonable repositioning amount of empty containers for minimizing total expected cost.

o)

Figure 1. Inland transportation system for empty containers
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2. EMPTY CONTAINER REPLENISHMENT POLICY

2.1 Assumptions

In this paper, an inventory control problem for empty containers is studied under the following assumptions:

There are two depots and ports.
Single commodity, 40ft containers, is considered.
Holding, transportation and shortage costs are given.

Net dem ands of em pty containers per unit time period are i ndependent an d i dentically di stributed random

variables.

The lead times for inland positioning between depots and ports are different.

2.2 Notations

The notation used in the inventory model is as follows:

t
i
]

B}
B
c
c;

Discrete time-period.
Index of depots
Index of ports

Inventory position at depot i.

Inventory position at port j.

Number of empty containers that can be positioned out from depot i.
Number of empty containers that can be positioned in at depot i.
Number of empty containers that can be positioned in at port j.

Set of depots that empty containers can be positioned in.

Set of ports that empty containers can be positioned in.

Set of depots that empty containers can be positioned out.

Set of ports that empty containers can be positioned out.

Set of depots that empty containers cannot bet either positioned out or in.

Set of ports that empty containers cannot be either positioned out or in.

The decision variables:

S, : Safety stock of depot i.

S) : Safety stock of port j.

2.3 Empty containers replenishment policy

Based on the estimated inventory position of depots and ports we determine safety stock level and repositioning amount
of empty containers. At each time period t, we estimate the inventory position 7;(¢) of depots and 77(¢) of ports.

Step 1. Classify depots and ports into three sets.

o First set includes depots and ports which can reposition out empty containers.

A, ={1,6) > Sy}, A, ={I,()> S5}
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e Second set includes depots and ports which can reposition in empty containers
B, ={I,(t)< S)}, B, ={I,)< S}

¢ Final set includes depots and ports which not either reposition out or in empty containers.
C, ={1,®)<8,}, C,={1,t) <.S}}

Step 2. Reposition empty containers between depots
Step 2.1 Empty containers are positioned one by one from an ori gin depot in set A where has the largest
number of empty containers positioned out to a d estination depot in set B where has the largest
number of empty containers positioned in.

Step 2.1 The numbers of empty containers that can be positioned out and in are updated.

D> PO,(t)>0, > PI(£)>0 Goto Step2.1
i=1 i=1

iPOg(t) >0, iP]Z,(t) =0 Goto Step 3

7=1 i=1

The repo sitioning of em pty co ntainers between depots co ntinues until eith ert he to tal of
PO;,(t)=0 (ieAor PI,(t)=0 (i e B) equals zero.

Step 3. Reposition empty containers from depots to ports
Step 3.1 Empty containers are repositioned one by one from an origin depot in set A to a destination port in
set B where has the largest numbers of empty containers that can be positioned in.

Step 3.2 The numbers of empty containers that can be positioned out and in are updated.

D> PO, (¢)>0, Y PI}(t)>0 Goto Step 3.1
i=1 i=1

> PO,)>0, > PI,(t)=0 Goto Step 1 after ¢+1
1=1

i=1

The repo sitioning of em pty co ntainers between depots co ntinues until eith ert he to tal of
PO} (¢) =0 (i e A) equals zero.
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Abstract: This paper studies a price and guaranteed lead time decision for a supplier that offers a fixed guaranteed lead
time for the product. If the supplier is not able to meet the guaranteed lead time, the supplier must pay the lateness
penalty to the customers. Thus, the expected demand is a function of price, guaranteed lead time and lateness penalty.
We first develop a mathematical model for a given supply capacity to determine the optimal price, guaranteed lead time
and lateness penalty to maximize the total profit. We then consider the case where it is also possible for the supplier to
increase a capacity marginally and compute the optimal capacity expansion.

1. INTRODUCTION

The increased competition has affected service providers and manufacturers to introduce new products in market and
time has evolved as the competitive paradigm (Blackburn 1991, Hum and Sim 1996). As time has become a key for
business success, lead time reduction has emerged as a key competitive edge in service and manufacturing (Van Beek
and Van Putten 1987, Suri 1998, Hopp and Spearman 2000). This new competitive paradigm is termed as time-based
competition.

Suppliers exploit customers’ sensitivity to time to increase prices in return for a shorter lead time. For instance,
Amazon.com charges more than double the shipping costs to guarantee delivery in two days, while its normal delivery
time may be as long as a week (Ray and Jewkes, 2004). Likewise suppliers differentiate their products based on lead
times in order to maximize the supplier’s revenue (Boyaci and Ray, 2003). On this case, the lead time reduction has
provided suppliers with new opportunities. Additionally, in today’s world of global economy, suppliers are increasingly
depending on fast response times as an important source of sustainable competitive advantage. As a result, to consider
the influence of lead times on demand is need.

This paper studies a supplier that is using the guaranteed lead time to attract customers and supply a product in a
price and time sensitive market. The supplier must pay the lateness penalty to the customers whenever the actual lead
time exceeds the guaranteed lead time. The price, guaranteed lead time and lateness penalty are decision variables of
our model.

The time-based competition is first studied by Stalk and Hout (1990) who address the effect of time as a strategic
competitiveness. So and Song (1998), Palaka et al. (1998), Ray and Jewkes (2004) and Hill and Khosla (1992) have
also studied the optimal pricing and delivery time decisions, while modeling the supplier’s operations as a single server
queue. So and Song (1998) study the impact of using delivery time guarantees as a competitive strategy in service
industries where demands are sensitive to both price and delivery time. They use an M/M/1 queueing model and
propose a mathematical framework to understand the interrelations among the pricing, delivery time.

Palaka et al. (1998) use a similar framework but a linear relationship between the mean demand, price and the
delivery time and examine the lead time setting, capacity utilization, and pricing decision. Ray and Jewkes (2004)
further extend this study by modeling price as a function of delivery time, besides demand being a function of price and
delivery time. Hill and Khosla (1992) also study a similar tradeoff between price and delivery time but in a
deterministic framework. So (2000), Tsay and Agarwal (2000), Allon and Federgruen (2008) and Pekgun et al. (2006)
also study similar problems but their models do not study the lateness penalty decision.
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The primary objective of this research is to develop a model to determine the price, the guaranteed lead time and
the lateness penalty for the product to maximize the total profit. We first develop a model for a given capacity and then,
we consider the case where it is also possible for the supplier to increase the capacity marginally and develop a
mathematical model to determine the optimal capacity expansion.

The rest of this paper is organized as follows: In Section 2, we formulate the initial model to determine the price,
the guaranteed lead time and the lateness penalty for the objective of maximizing the total profit. Optimal properties for
the model are obtained and an efficient algorithm is provided to compute optimal price, guaranteed lead time and
lateness penalty. We then extend our results in Section 3 to consider the case where to increase the capacity is possible.
To gain further insight, we conduct computational experiments and analyze the effect of service level on optimal
decision and the sensitivity of the optimal solution with respect to the model parameters in Section 4. Our conclusions
are provided in Section 5.

2. THE MODEL FOR THE FIXED CAPACITY CASE
2.1 Assumptions and notations

We consider a supplier that serves customers in a price and time sensitive market and assume that the supply capacity,
M, is fixed. The supplier offers a fixed guaranteed lead time and a service reliability level to the customer. The price
for the product, guaranteed lead time and service reliability level, are denoted by p, | and S (0<s<1),
respectively. The demand is modeled as a Poisson process, and the service time of the customer orders are assumed to
be exponentially distributed. The customers are served on a first-come first-served basis. These assumptions allow us to
use an M/M/1 queueing model of the supplier’s operations. In this case, the supplier needs to optimally decide on the
price, guaranteed lead time and service reliability level.

The supplier’s cost structure includes the following two main categories; direct unit variable costs and lateness
penalty costs. The direct unit variable costs mean all costs that are proportional to production volume, such as the cost
of direct materials and labor. The lateness penalty costs mean direct compensation paid to customers for not meeting the
guaranteed lead time, and we assumed that the lateness penalty is constant regardless of how late the product arrives
(e.g. Domino Pizza’s 30 minute or free delivery policy). The direct unit variable cost and lateness penalty cost for a
product are denoted by M and 7 , respectively.

The form of our demand model is similar to Boyaci and Ray (2006). The demand model is a standard linear model
where mean demand is decreasing in the price and the lead time, and increasing in the service reliability level and the
lateness penalty. That is,

A(p,l,s,7r)=a—bp—cl+ds+e(l-s)z e}

where:
A : expected demand for the product
a : demand corresponding to zero price, zero guaranteed lead time, zero service reliability level and zero
lateness
penalty
: price sensitivity of demand
: lead time sensitivity of demand
: service reliability level sensitivity of demand
: lateness penalty sensitivity of demand

D O OT

2.2 Mathematical model

We assume that the supplier’s objective is to maximize the expected total annual profit which can be expressed as:

72./1( pa Ia S, ﬂ) e—(,u—/l)l

2
/U—l(p,l,s,ﬂ') @

H(palasaﬂ) E(p_m)ﬂ“(palasaﬂ)_

In the objective function, (P—M)A represents the expected annual revenue for the product. Since we assume
that an M/M/1 queueing system and the lateness penalty is constant regardless of the length of lateness, the expected
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annual lateness penalty for the product is expressed as (lateness penalty) X (expected number of customers in

A
system) X (probability that a actual lead time exceeds the guaranteed lead time) and given by —/1 g Al Thus, the

mathematical model is expressed as:

72./1( p» Ia Sa ﬂ-) e—(,u—/l)l

Maximize (p—mA(p,l,s,7)— 3)
plsr u—Ap,l,s, )

Subjectto A<u (4)

l-e“M>s ®)

0<p, 0<l,0<x (6)

In this mathematical model, constraint (4) is system stability constraints that the supplier’s mean service rate
exceeds the mean demand rate. Constraint (5) represent that actual service level is larger than service reliability level.
Constraint (6) restricts the price, guaranteed lead time and lateness penalty for the product to non-negative values.

Observation 1. The service level constraint (4) is non-binding if and only if the service reliability level, S, is strictly

less than the critical value, S, = 1—c/br , and otherwise, the service level constraint (4) is binding.

1
Proof. From Equation (1), we obtain P = E[a —cl+ds+e(1-s)7— /1] .

1
Substitute P = B[a —cl+ds+e(1-s)7— ﬂ,] in Equation (3). Thus, the mathematical model is expressed as:

A g (k)

Maximize a—cl+ds+e(l-s)r—A-bm|—— 7
i [ (1-9) ] S @)
Applying the Lagrangian multiplier method, a stationary point to the problem must satisfy:
dl |41z dl |(4 1Lz dl |41« dl |41~
[ (USR] U (% B I (CUSTP) § (C5 B,
dA di dr dy
where
[1=[a—¢ +ds+e(1—s)7r—/1—bm]£—ﬁ—/le’“"“' +y| (u=A) —log(L]
b u-1 1-s
Therefore, it must be true for any optimal solution that:
dl |41z -
H( )=0<:>l—i+y(ﬂ l)zl_e—(y—l)l
dl bz 7
®
o+ y(u—2) —]_g

7

C
We first demonstrate that if the service level constraint is non-binding, then S, >S (where §, = l—b— ). Note that
T

if the service level constraint is non-binding, then y=0. Since y =0, Equation (8) implies that S = 1—e A
Also, if the service level constraint is non-binding, then S, = 1—e“?' >S5 and service level is S.. We now

demonstrate that if the service level constraint is binding then S, <S and the service level is S. If the service level

160



Proceedings of LOGMS 2010

(e .y}
constraint is binding then 1—€ Wl —g Combining this with Equation (8) above implies that S, +7('u—) =S .

A

Since y , (u—-A) ., m , A=20 , we conclude that S <S which proves our result.

O

Proposition 1. The upper bound of 7 is equivalent to r=c/ [b(1—5)] and if the service level constraint is non-
binding, then the optimal lateness penalty, 77 is givenby 7 =C/[b(1-S5)].

Proof. From Observation 1, the probability that the supplier is not able to meet the guaranteed lead time g () T
equivalent to 1—Max[s,,S]. If S=5_, then e =1-s and w<c/[b(1-5)], and if S< S, , then
e =1-s, 7>c/b(1-s) and A=a-bp—cl+ds+ce/b sothat 7 does not affect the demand. In
this case, the objective function (2) is a non-increasing function of 77 so that the optimal lateness penalty, T is

equivalent to C/[D(1—S)]. Thus, we conclude that the upper bound of 7 is equivalent to r=c/ [b(1-19)].
0

Proposition 2. For a given values of P and |, the objective function (3) is a concave function of 7.
Proof. Taking the second order derivative of (3) with respect to 77, we have

_[2d(1-s)(u—A)+d(-s)@a-bp—ch]+2d(1-s)[(a—bp—cl)+2d(1-s)z(u—1)+ 674 ] o
(u=2y
_2d(1-s)l[(a=bp—cl)+2d(1-s)z(u—A)+d(1-5)zA] d(1-s)lzd -
(=2 pu—A

©)

<0

Since the second order derivative is always less than zero, the objective function (3) is concave with respect to 7.
o

Proposition 3. For a given value of 7,
(1) The optimal guaranteed lead time, |” is given by logk /(z—A") in both the binding and non-binding
cases.
(2) The optimal price, p* ,is given by [a— A —cl' +ds—ex/ X]/b.
Proof. From Proposition 1, we know that the service level will be given by Max{s, s, } . Therefore,

(=" _
1-e " =Max{s,,s}

. 1 1 . 1 (10)
<l = log <1 =—logx
(u—=4) 1-Max{s;,s} T (u-4)

where X = Max{l/(1-s),bz/c}.
Substitute the above expression and g A 2 1/ X into the Equation (6), we obtain follow equation:

H(/l): _ clogx d—”—/l—b A 1 m an

( -1) X b xu-1

Differentiating H (A) withrespectto A, we obtain the first and second order condition:

T - [a drz m—%}— 1 Z[CIOngLf} 12

b bx b (u—2) b X
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’ 2 2u clogx =«
A)y=——- +— <0 13

Since second order condition is always less than zero, H (A) is concave with respect to A . Thus, we calculate the

optimal solution, A~ to maximize the H (A1), and optimal guaranteed lead time, | is given by logX/(u—A")

in both binding and non-binding cases.
To prove part (b), we note that A =a—-bp —cl'+ds—ex/Xx and solve for P
a]

*

Using the above optimality conditions, we can develop an iterative algorithm to compute the optimal solution. In
general, iterative algorithms converge to local optimal solutions. To avoid this problem, Kaspi and Rosenblatt (1991)
developed the RAND algorithm. They obtained several local optimal solutions from the iterative algorithm with
different initial values, and selected the best solution among all the local optimal solutions. Their simulation studies
show that the initial value has a strong influence on the quality of the obtained solution. Using this idea, we modify the
RAND algorithm and develop a new algorithm. The modified RAND algorithm for the fixed capacity case, denoted as
SRA-RAND FC, proceeds as follows.

Modified RAND algorithm for fixed capacity case (SRA-RAND_FC)

C
Step 1. For given n, divide [0, ———] into n equally spaced values of T (7, =, 7T

b(1-s) I
Step 2. Setj=j+1 and r=0. Let 7ZJ-(I’) = 7.
Step 3. Set r =r+1.
Step 4. For a given value of 77; (I —1) , compute p; and ;.
Set p;(r)= p; and I;(r)=I;.
Step 5. For given values of P;(r) and I;(r), compute 7;.

o, 7). Setj=0.

Set 7;(r) = 7;.

Step 6. If 7;(r) # 7z;(r —1), go to Step 3.
Otherwise, set p]f(r)=pj(r), I;(r)=lj(r) andﬂ'}ﬁ(l’)=ﬂj(r).
Compute | [ ; for this [p;(r),1;(r),z;(N].

Step 8. If j # n, go to Step 2.
Otherwise, stop and select [ p]f (1), |?(I’), 7[7 (r)] with the maximum H -

We will now provide an illustration of the SRA-RAND FC process using the numerical example, as that shown in

Table 1. In Step 1, we obtain 7= 4.0. When N =5, the solutions for the various iterations of SRA-RAND FC are
shown in Table 2.

Table 1. The parameter values for numerical example

parameter value parameter value
a 50 H 10
b 2 S 0.75
c 2 pu 4.0
d 1 n 5
m 3
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7T Iteration r P; l; new. 7, TP,
7,=0.8 1 9.96027 0.529504 0.8008 34.9245
2 9.96027 0.529504 0.8008 34.9245
7,=1.6 1 10.1672 0.491299 1.5898 34.0584
2 10.1672 0.491313 1.5913 34.0581
3 10.1673 0.491294 1.5949 34.0577
3 10.1673 0.491294 1.5949 34.0577
7,=2.4 1 10.3584 0.461614 2.40028 33.2977
2 10.3584 0.461614 2.40028 33.2977
7, =32 1 10.5327 0.438458 3.1996 32.6439
2 10.5327 0.438458 3.1996 32.6439
75=4.0 1 10.6967 0.41955 3.9972 32.0649
2 10.6967 0.41955 3.9972 32.0649

P =9.96027, |"=0.529504, 7 =0.8008

3. THE MODEL FOR THE CAPACITY EXPANSION CASE

We now consider the case where it is also possible for the supplier to increase the capacity marginally. To consider the

case, the following additional notations are employed.

: fractional increase in the processing rate

Z
Z :upper bound on capacity expansion
k

: cost of increasing the processing rate by one unit capacity

The type of capacity expansion that we consider is one of a relatively short term nature, e.g., hiring part-time or
temporary workers, running overtime (Palaka et al., 1998). With these types of capacity expansion, it is reasonable to
assume that we can model the capacity expansion as a continuous decision variable and use a linear cost of additional
capacity. Thus, we formulate our capacity expansion model as:

Maximize

p.l.s,7,z

Subject to

(p_m)j’_ﬂ.—/fL
ul+2)-1

A< u(l+2)

| —elu+=21 S o

0<z<z

0<p, 0<I, 0<x

g lu(+2)-2]1

—kuz

(14)

(15)
(16)

amn
(18)

Note that Proposition 1 and 2 are valid for the above model. The following proposition characterizes the optimal
decisions for the capacity expansion model

Proposition 4. For a given value of 7,

(1) The optimal capacity expansion,
G=clogx+bz/X.

' is given by 1/u(A ++JA'G/bk)-1

(2) The optimal guaranteed lead time, 1™ is given by log X/ (u(1+2)—=1")

(3) The optimal price, P’,isgivenby [a—A —cl” +ds—ex/Xx]/b.
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Proof. The proof of Proposition 5 is similar to that of Proposition 4. We begin by developing the expression for the
optimal lead time. From proposition 1, the service level will be given by |\/|<’:’[X[Sc ,S] . Therefore,

—(u(+2)-)I" _
1-e# = Max{s,, s}

*

1 ( 1 J . log X (19)
sl= log s =— 8%
(u(1+2)—4) 1-Max{s;,s} (ud+2)-4)

To develop the expression for the optimal capacity expansion, we begin by substituting the above expression for the
1 .
optimal lead time, P = B[a—cl +ds +e(1—S)7Z—/1] and € “" =1/X into the objective function (9) and

obtain the following objective function.

H(ﬂ’z): a_&_kd_ﬁ_ﬂ_bm i_lﬂ-—ﬂ_kluz (20)
(u(l+2)—-4) X b xu(l+z)-4
We first differentiate H (A,2) with respect to z and obtain the first order condition:
0 A,z
[14.2) GAu 2_kﬂ=0cﬂ:l A+ G4 | @1
oz b(u(l1+2)-1) Y7, bk

The above condition gives the optimal capacity expansion. To show that the optimal arrival rate, we substitute the
above expression for z into H (4,2) to obtain:

clogx dz A1 =i GA
A=la———+—-A-bm|———————-k| 1+ ,[— |+K 22)
[ { JGA/bK X }b X /G / bk ( \/ka a (
Differencing H(/?,) we obtain

H'(ﬂ):%—m—k—%— /% =0« (a—b(m+c)—22)vA —/Gbk =0 (23)

\ 2 1 |Gk
AN=—2-—= /717 <0 24
[T et 24)

Therefore H(ﬂ) is concave with respect to A. Thus, we calculate a optimal solution, A  to maximize the

. . , . R B GA
I | (A1), and the optimal capacity expansion, Z isgivenby Zz =—| A + b_k —-1.
7

To find the optimal price, we note that A =a—bp —cl"+ds—bz/X and solve for P
o

Using the above optimality conditions, we can develop an iterative algorithm to obtain the optimal solution. The
algorithm for the capacity expansion case, denoted as SRA-RAND CE, proceeds as follows.

Modified RAND algorithm for capacity expansion case (SRA-RAND_CE)

Step 1. For given n, divide [0, into n equally spaced values of 7T (72, 7y, 7). Setj=0.

c
b(l—s)] ”
Step 2. Setj=j+landr=0.Let 7;(r) = 7;.

Step 3. Set r =r+1.
Step 4. For a given value of 7; (r —1) , compute p;, I; and z;.

Set p;(r)= p;, l;(r)=I; and z;(r)=z;.

Step 5. For given values of P;(r), 1;(r) and z;(r),compute 7;.

164



Proceedings of LOGMS 2010

Set 7;(r) = 7;.

Step 6. If 77;(r) # 7z;(r —1), go to Step 3.
Otherwise, set P;(r)=p;(r). L;(r)=1,(r), z;(r)=2z,(r) andz;(r)=7;(r).
Compute [ [ ; forthis [pj(r),1;(r), z;(r),z;(N)].

Step 8. If j #m, go to Step 2.
Otherwise, stop and select [p}‘(r), I}“(r), z]f(r), zj(r)] with the maximum H i -

4. COMPUTATIONAL EXPERIMENTS
4.1 Effect of service level

In this section, we examine the effects of service level on the optimal decision. Since the analysis is not tractable, we
perform computational experiments and identify the impact through graphical means. In this study, we assume the two
cases: (1) small capacity case (¢ =a/10) and (2) large capacity case (£ = a). Since demand for the product is larger
than supply capacity in small capacity case, the small capacity case represents the sellers’ market while the large
capacity case represents the buyers’ market because a supplier has over-capacity compared with demand. The values of
the parameters used in this analysis are as follows:

Table 3. The parameter values for computational experiments

parameter value parameter value
a 100 m 5
b 4 M 10, 100
C 6 S 0, 1)
d 2

In sellers” market, the supplier determines the price while the customer determines the price in buys’ market. For
this reason, , the price for the product in sellers’ market is larger than that in buyers’ market, as shown in Figure 1. As
shown in Figure 2 (a), the optimal guaranteed lead time increases as service level increases in sellers’ market, so that
the price for the product decreases as service level increases in sellers’ market.

As shown in Figure 2, the value of optimal guaranteed lead time in sellers’ market is larger than that in buyers’
market, and the optimal guaranteed lead time in buyers’ market close to zero. This is because supplier has sufficient
capacity to meet the demand in buyers’ market.
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Figure 1. Optimal price, P, versus service level, s
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Figure 2. Optimal guaranteed lead time, |, versus service level, s

From Fig. 3 , we note that the lateness penalty close to zero in sellers’ market while the lateness penalty is large in
buyers’ market. This is because the supplier does not need to offer lateness penalty to customer since the demand
exceed the supply capacity in sellers’ market. However, the supplier offers the lateness penalty to attract the customer in
sellers’ market.
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Figure 3. Optimal lateness penalty, 7, versus service level, s

From Fig. 4 (a), we note that the profit per unit in sellers’ market is larger than that in buyers’ market. Explained
ahead, the supplier determines the price in sellers’ market while the customer determines the price in buys’ market.
For this reason, the profit per unit in sellers’ market is larger than that in buyers’ market.
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Figure 4. Profit versus service level, s

4. 2 Sensitivity analysis of parameters

We now examine the managerial implications of our results based on sensitivity analysis with respect to the model
parameters. Table 4 summarized the parameters and their respective values employed in this study, and Table 5 presents
how changes in various model parameters affect decision variables.

167



Proceedings of LOGMS 2010

Table 4. The parameter values for computational experiments

parameter value parameter value
a (1,100) d (1,10)
b (1,10) m (1,10)
C (1,10)

Table 5. The sensitivity of the results with respect to the model parameters

Optimal price Optimal lead time Optimal lateness penalty
parameters Non- i ding Non- binding Non- binding
binding binding binding
Maximum decreases  decreases increases increases  no impact decreases
arrival rate, a
Price sensitivity, | increases increases decreases decreases  decreases increases
b
Lead time decreases  decreases decreases decreases  increases increases
sensitivity, C
Penalty cost decreases  decreases increases increases  no impact decreases
sensitivity, d
Unit variable increases  increases decreases decreases  no impact increases
cost, m
5. CONCLUSION

This paper studies a price, guaranteed lead time and lateness penalty decision for a supplier that offers a fixed
guaranteed lead time and pays the lateness penalty to customer and presents a framework for determining the optimal
price, guaranteed lead time and lateness penalty. We first develop a mathematical model for a given capacity to
determine the optimal price, guaranteed lead time and lateness penalty to maximize the total profit. We then consider
the case where it is also possible for the supplier to increase the capacity marginally. We also have demonstrated the
impact of parameter values on the optimal decision.

An interesting extension of this research seems possible. In this paper, we assumed that lateness penalty is
constant regardless of the length of lateness. Thus, we can extend our results to the case where the lateness penalty is a
function of the length of lateness.
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Abstract: This paper gives modeling methodology of ship traffic and performance evaluation in port. The basic
approach used mathematical and simulation models. Results from both models are compared with each other. These
models are developed for impact analysis of the ship traffic and patterns of arrival ships at terminal performance. The
results, analysis and conclusions given here also addresses issues such as the performance criteria and the models
parameters to propose an operational method that reduces average cost per ship served and increases the terminal
efficiency. Both models were applied to evaluate the efficiency of Pusan East Container Terminal (PECT).

1. INTRODUCTION

This paper presents a ship traffic modeling methodology based on statistical analysis of container ship traffic data. As a
seaside link at a container terminal is the large and complex system, a performance model has to be developed. The
basic approach used consists of two models. The first model applies the results of the queueing model to an analytically
formulated average container ship cost function in port. The aim of this function is to minimize average container ship
costs in port, including the allocation planning of berths/terminal and quay cranes/berth. The second is a simulation
model adapted to the problem of analyzing ship movements in port. Implementation of the presented procedure leads to
the creation of a simulation algorithm that captures seaside link performance well. The analytical model has fewer
inputs and requires less computational times, whilst the simulation model can handle more practical situations with
more manipulated variables and less constraints.

The past 50 years show rising interest in the research of ship traffic modeling in port. Earlier research related to a
general cargo port, particularly to the seaside link modeling, using queueing theory, is summarized in Noritake, 1985.
Simulation models have been used extensively for the ship traffic modeling and analysis in Tiano, et al., 1995, Ng and
Wong, 2006, Pachakis and Kiremidjian, 2003, Yamada, et al., 2003, Dragovi¢ et al., 2005 and Yeo et al., 2007. The
integration of analytical models (optimization) and simulation has been studied in Tiano, et al., 1995, Yamada, et al.,
2003, Dragovi¢ et al., 2006, 2007 and 2008 for the operational planning of sea-side operations at container terminals.

This paper is organized as follows. Section 2 deals with the models for the analysis of ship movement in a port by
using analytical approaches. Also, this section is concerned with the evaluation of functional estimation models in
container port. After a preliminary introduction dedicated to the essential properties and main features of the traffic
model, a discussion of the possible use of such a model for simulation purposes is developed in Section 3. In Section 4,
numerical results and computational experiments are reported to evaluate the efficiency of the models for PECT.
Section 5 gives concluding remarks.
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2. MODELING

The modeling and analyzing of ship traffic in port consists of setting up mathematical models and equations for
describe certain stages in the functioning of the system, which indicates that each symbol has the following meaning: A
— average ship arrival rate in ships/hour; x — average ship service rate in ships/hour; n,— number of berths per terminal;
N, — number of quay cranes (QCs) per berths; ns— number of ships present in port; t, — average waiting time in
hours/ship; t;— average service time in hours/ship; t,s — average time that ships spend in port in hours/ship; tg, —
berthing/unberthing time in hours; Ny, — number of containers loading/unloading per ship; reon— QC move time in
hours/container; t,— ships’ loading/unloading time in hours/ship; k.— QC interference exponent and € — ship traffic
intensity.

The average service time, ts =1/ M, where L= ('[C + tdu )_l , includes ships loading/unloading time tc , in hours

per container ship, expressed as t, = (N, - I,y,)/ (nc )k° where k= (ln(n r )— ln('[C ))/ ln(nc). It follows that

con“con

ﬂ, 1/k¢
nc — ncon rcon (1 )
0-at,,

Further, it can be shown that

t, =f, +1, where t, (9) = 0" 2

2 M=l 4n Ny
(ny =12, = 0) (X, (0™ In1)) + 0™ (n, — O)u
for the (M/M/ny) model. Accordingly, this parameter with the notation 6, isequal &=A-t, =1/ u.

In this study, above mentioned formulae has been adapted concerning the t,, (Noritake, 1985). Accordingly with it,
when the ships service time has an Erlang distribution with K phases, the following equations are obtained

s =LV +1 Q)

for the (M/Ey/np) model, where V, = 1(1 +1) - the coefficient of variation of ships service time distribution and K is
21k

the number of phases of an Erlang distribution;

t, =t,- 1(1+1j+(1—|1)(1—9j(nb —1)7(“5”'))5 —2, L )

2\ k n, 320 7
for the (M/Ey/n,) model.

2.1 Ship traffic

A queueing theory model for analyzing traffic of N >1 ships in port is proposed at interval (0, T ). Suppose that interarrival

times of ships are random variables determined by the distribution function A(t) with A(+ 0) <1, and the expectation

value @ = J - tdA(t) < +00. The function A(t) is used below to determine the probability distribution for the number ]J; t)
0

, 1=0,1,....;N of ships that arrive in port at an interval (0,t), so that ZiN—o p;(t) =1. Such introduced random flow,

determined for 0 <t < + ocis called limited recurrent flow. The probability B (t) can be determined (Cox and Smith, 1961)

p,(t)= AYt)- A™(t), i=01,...,N~1;
pu()=1-7" (A1) - A (1) = A1), 5)

where Afi)(t) is a i’th convolution of the function A(t) with itself; AEO)('{) =1.
Suppose that ships arrive according to a limited Poisson process, so that

_a it >
At) = 1-e for t>0 6)
0 for t<0

Then Eq. (5) (Cox and Smith, 1961) implies
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pi(t)z(’ﬁtit')'e/“, 0<i<N ™

Py =1->"" l(l.t) ®)

It is well known that a flow composed from finite number M >1 of simple mutually independent flows with
rates A;,..., Ay, is also a simple flow with rate A, +...+ A . The same property is also true for the limited Poisson
process described above.

Suppose that on the interval (0,T) is planed arrival of N, + N, + N; ships, where the number N, related to
i"th flow, 1<i<3, and N, <N, < N;. Next suppose that mean interarrival time of ships in i'th flow,
1<i<3,is 4. Denote by p,(t), 0<nN<N,+N,+N,, the probability P, (t) at the interval (0,t) arrive
N ships from described flow. Then since the above three flows are mutually independent, we have

1 2 3
= > P, O OO, ©)
n,+n,+n;=n
0<n; <N;
1<i<3
where the pf]i (t),1<i<3, can be computed by the Eqs. (7) and (8) by changing A with 4, and N with N, .

In order to determine the sum on the right hand side of the Eq. (9), we consider the following cases:

Case 1, I”Ii Z Ni forall 1<1<3.Then by Eq. (7) the corresponding term in the sum given by Eq. (9) is

3 3 (A nj N,
H j o H(J)' tne Z,—:Mﬁ (10)

j=1 j=1 I

Case 2,1, = Ni for exactly onei, 1<1<3. Then for such an i by Egs. (7) and (8) we have the corresponding

term in the sum expressed by Eq. (9) is

i A i ; 3 M S e
(l_g(lt) —AI]H( nt) (l_;(lt) J HJ_ tzi:l] o zjzllj g an

. : A
j=1 j* j=1 I’]J.

J# J#

Because of ijl n;-m=n-n;=n-N, , the above sum is

(pZ”‘t) JER J‘ e )

Jl”'

ji
Case3, N, =N, and N =N, for exactly two values i and | with 1 <1<|<3. Then for such iand I by Egs. (7)

and (8) we obtain that the corresponding term in the sum given by Eq. (9) is

(1—2(“ I Z(ﬂm jurt) )

n.!

where 1<i<1<3 andris the element from {1, 2, 3} distinctof 1 and .

Cased, N, =N, forall 1<i<3.Then N=N,+ N, + N;and by Eq. (8) we obtain that the corresponding term
in the sum expressed by Eq. (9) is

H[l Z—ew) “j (14)

i=1
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Finally, it is obvious that p (t) determined by Eq. (9), can be expressed as a sum of three subsums whose general

terms are given by Egs. (10), (12), (13) and (14), respectively. Recall that in the whole sum given by Eq. (9) the second
mentioned subsum must be written for any | with 1<i <3, and the third mentioned subsum must be written for any
pair i,l with 1<i<I<3.

2.2 Ship operations

Model elements of the container terminal can be separated into following group: berth cost in § per hour, C, = n,Cy,

QC cost in $ per hour, C, = N,NcC,, ; storage yards cost in $ per hour, C, 6’,uncon CCy ; transportation cost

by yard transport equipment between quayside and storage yard in $ per hour, C, = 6’/,ln t.n,.C, ; labor cost for QC

cc' eye

gangs in $ per hour, C; = @uNt,C ; ships cost in port in $ per hour, C, =@ut,C,; and containers cost and its

contents in $ per hour, C, = Gut, N C,, - The total cost function, would be concerned as TC = Z

ws' 't j=1 i

It is necessary to know that only the TC computes the number of berths/terminal and QCs/berth that would satisfy
the basic premise that the service port cost plus the cost of ships in port should be at a minimum. This function was
introduced by (Sch. and Shar., 1985). We point out that their solutions may not be as good as ours because we have
simulation approach to determine key parameters ty, ts, A4, 1, & and especially k.. Therefore, to find the optimal solution, their

function can be obtained as

TC=1(9)=n, (cnb +N,C, )+ ey(nmt 8 Gy LY, (c, + NeyeCi )+, (0)c, + N, Cy )) (15)
where TC - total port system costs in $/hour; Cnb - hourly berth cost in $, (Cnbl - the initial berth cost, i - interest rate,
n - economic lifetime in  years, C - annual  maintenance  cost  per  berth),

y Nom

c, = (Cn (i(l +i)Y (i)Y - 1)+ c, )/(365' 24); €, - QC cost in $/QC hour; '[tm - average yard container dwell time, in

- number of m” of storage yard per container; C,, - container yard (CY) cost in $/m” hour; N, - hourly

hours; a y

congy cyc

average number of cycle by yard transport equipment between quay side and CY; C, - transportation cost between quay
side and CY per cycle in $; 1, - paid labor time in hour per gang per ship, t, = max{tc}; C, - labor cost in $/gang

hour; C, - ship cost in port in $/ship hour; N, - average payload in containers/ship; C, - average waiting cost of a

container and its contents in $/container hour.
By substituting Eq. (1) into Eq. (15) we obtain (Dragovi¢ et al., 2007 and 2008)

17k
TC = £(0)=n,c,, + ANeonty, Buon, Coy +(%J (nbcnc + 2t (¢, + NeyeCe ))+ A, (H)(cs +n, cw) (16)
—lu

where 1, (9) is defined by the Eq. (3) or Eq. (4) or by a result of simulation modeling.

From the total port cost function per average arrival rate, we can obtain the average container ship cost in $/ship,
AC

ac-fO)_10) (17)

3. SIMULATION AS MORE GENERAL MODEL

Most container terminal systems are sufficiently complex to warrant simulation analysis to determine systems
performance. The GPSS/H simulation language, specifically designed for the simulation of manufacturing and queueing
systems, has been used in this paper. In order to present the seaside link processes as accurate as possible the following
phases need to be included into simulation model (Dragovi¢ et al., 2006 and 2007): Model structure — seaside link is
complex due to different interarrival times of ships, different dimensions of ships, multiple quays and berths, different
capabilities of QCs and so on. The modeling of these systems must be divided into several segments, each of which has
its own specific input parameters; Data collection - All input values of parameters within each segment are based on
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data collected in the context of this research. The main input data consists of ship interarrival times, lifts per ship,
number of allocated QCs per ship call, and QC productivity. Existing input data are subsequently aggregated and
analyzed so that an accurate simulation algorithm is created in order to evaluate seaside link; Inter-arrival times of
ships - The inter-arrival time distribution is a basic input parameter that has to be assumed or inferred from observed
data. The most commonly assumed distributions in literature are the exponential distribution; the negative exponential
distribution or the Weibull distribution (Dragovi¢ et al., 2007); Loading and unloading stage - Accurate representation
of number of lifts per ship call is one of the basic tasks of seaside link modeling procedure. It means that, in accordance
with the division of ships in different classes, the distribution corresponding to those classes has to be determined;
Number of QCs per ship - The data available on the use of QCs in seaside operations have to be considered too, as this
is another significant issue in the service of ships. This is especially important as total t,s depends not only on the
number of lifts but also on the number of QCs allocated per ship. Different rules and relationships can be used in order to
determinate adequate number of QCs per ship; Flowchart - After the input parameter is read, simulation starts by generating
ship arrivals according to the stipulated distribution.

YT loaded/ YT go to YT arrive at
unloaded by TC apron area QC buffer

Yes

Wait in QC buffe
TC No
available
Wait for TC

Then, the priority of the ship is assigned depending on its
size. The ship size is important for making the ship
service priority strategies. For the assumed number of
lifts per ship to be processed, the number of QCs to be
requested is chosen from empirical distribution. This
procedure is presented in the algorithms shown in Fig. 1.
In order to calculate the seaside link performance, it is
essential to have a through understanding of the most
important elements in a port system including ship
berthing/unberthing, QCs/ship, yard tractor allocation to a
container and QC allocation in stacking area. As
described in Fig. 2 - process flow diagram of the terminal
|YTTé’fl'}vf$e?‘ H TTon Hun?gcffﬂ“;doc‘ transport operations, the scope of simulatiop, strategy and

initial value and performance measure will have to be
Figure 1. Flowchart for a Figure 2. Flowchart of the defined. To move containers from apron to stacking area,

ship arrival/departure terminal transport operations four tractors are provided for each QC.

fer
Yes

No

No

Wait in TC buffer

Wait for QC ’E
Yes

container yar

4. RESULTS

To demonstrate the application of the models of the previous sections to the container terminal system, some
computational results are presented for both of them. Here, we give a seaside link modeling methodology based on
statistical analysis of container ship traffic data obtained from the PECT. PECT is big container terminals with a
capacity of 2,075,895 twenty foot equivalent units (TEU) in 2006. There are five berths with total quay length of 1,500
m and draft around 14-15 m, Fig. 3 (Dragovi¢ et al., 2007 and 2008). Ships of each class can be serviced at each berth.
An important part of the model implementation is the correct choice of the values of the simulation parameters.

Shinsundae (198 m)

Figure 3. PECT layout, 2005 (left) and 2006 (right)

The input data for the both models are based on the
actual ship arrivals at the PECT from January 1, 2005
to October 31, 2005 (Fig. 3, left) and January 1, 2006
to October 31, 2006 (Fig. 3, right), respectively
(Dragovi¢ et al., 2007 and 2008). The ship arrival rate
was 0.168 in 2005 and 0.176 ships/hour in 2006. Total
throughput during the considering period was
1,704,173 TEU in 2005 and 1,703,662 TEU in 2006.
The ships were categorized into the three classes
according to the number of lifts, Table 1.

Suppose that on the interval (0,T) is planed the arrival of N, + N, + N, ships, where the number N, related to

i'th flow (class), 1<i<3, and N, <N, < N,. Next suppose that mean inter-arrival time of ships in i"th flow,
1<i<3,is /1;1. Since numbers of ships in each of three ship classes given in the Table 1, we can assume that
A Ay i A4, =N; N, :N;. In particular, for T =1 hour we obtain 4, =0.0399, A, =0.0685 and A, =0.0594
for 2005. Similarly, by using the same notation for 2006 from Table 1 we have 4, =0.0526, A, =0.0663 and
A, =0.0570. By using these value from Egs. (9) and (10), we can compute the probabilities p, (t) for small values of

N . The analogous results may be obtained for arbitrary times less than 10 months.
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Table 1. Actual ship arrivals at the PECT in 2005 and 2006

Number of ships Average lifts per ship Total lifts
Class of ships 2005 2006 2005 2006 2005 2006
< 500 lifts 292 384 313 305 91,394 117,405
501 — 1000 lifts 500 485 782 741 364,100 359,401
> 1000 lifts 433 416 1,444 1,413 625,371 587,983
All classes 1,225 1,285 882 829 1,080,865 1,064,789

] ILLRALb0RY

b

Ilamnm
0 e s e e wms o WS ke Um0 e o
)

The interarrival time distribution (IATD) is plotted in the
Fig. 4. Interestingly, even though ship arrivals of the ships
are scheduled and not random, the distribution of
interarrival times fitted very well the exponential
distribution. Service times were calculated by using the
Erlang distribution with different phases. To obtain accurate
data, we have first fitted the empirical distribution of
service times of ships to the appropriate theoretical

Figure 4. TATD of ships at PECT in 2005 (left) and in 2006 (right) distributi
istribution.

Service time distributions are given in 2005: Service distribution (SD) of first class of ships, the 4-phase Erlang
distribution, (E4); SD of second class of ships, (E,); SD of third class of ships, (Es) and SD of all classes of ships, (E;).
It is observed that for 2006 service time of the first ship class follows the 5-phase Erlang distribution, while the 6-phase
Erlang distribution fits very well the service time of the second ship class, than 2-phase Erlang distribution fits very
well the service time of the third ship class and all classes of ships follows 4-phase Erlang distribution. Goodness-of-fit
was evaluated, for all tested data, by both chi-square and Kolmogorov-Smirnov tests at a 5 % significance level.

We have carried out extensive numerical work for high/low values of the PECT model characteristics. Our
numerical experiments are based on different parameters of various PECT characteristics presented in Table 2.

Table 2. Input data — Terminal characteristics (Dragovi¢ et al., 2007 and 2008)

Input data
*
Class ncon rcon t| CS nc kC
of ships (no. of con.) (hrs per con.) (hrs/gang/ship) ($/ship hrs)
2005 2006 2005 2006 2005 2006 2005 2006 2005 2006 2005 2006

First 313 305 0.05 0.05 8.80 7.1 745 739 1.7 1.9 0.80 0.90
Second 782 741 0.05 0.05 13.9 12.7 1098 1081 2.5 2.6 0.93 0.925
Third 1444 1413 0.03 0.03 20.2 17.8 1354 1365 3.1 33 0.97 0.965
All classes 862 829 0.04 0.04 14.3 12.9 1164 1155 2.5 2.6 0.91 0911

* .
nc - average number of QCs assigned per ship (Real data and Simulation results); Cnbl =62 million $; | =.0663; ny - 40, Cnh = 6.2 million $;

m

= 63.9 m*/container; Ccy =0.000292 $/m’ hour; ncyC =9; Ct =5 $/cycle;

C. =12158; C. =388 3$/QC hour; L, =188 hours; @
b Ne teon

n CONgy

C| =357 $/gang hour; N (601 for I class, 1085 for II class, 1312 for III class, 999 for all classes in 2005; and 642 for I class, 1114 for II class,
on

rC
1371 for III class, 1042 for all classes in 2006); CW =1.4 $/container hour. To move containers from apron to CY, four tractors are provided for each

QC. It takes average 10 minutes from apron to CY including handling time by transfer crane. The average distance between apron and CY is assumed
to be 850 meters.

The impact of the different models is determined by comparing the key performance measures of analytical and
simulation approaches to those of the real data of PECT. Fig. 5 presents t;, while Fig. 6 shows t,. In addition, Fig. 7
gives tys. According to this, judging from the computational results for some numerical examples of the (M/Ey/ny,) —
using t,, from Eq. (3) (for brevity analytical model I (AM I)) and (M/E/np) — using t,, from Eq. (4) (for brevity analytical
model II (AM 1II)) models, it can be confirmed that Eq. (3) is inclined to estimate the values of tye, i.e. 1.

Analytical esults

Simulation results

Real data

2006 2006 2006

a) All classes b) First class c) Second class d) Third class

Figure 5. Average service time of ships in hours
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Figure 6. Average waiting time of ships in hours

2006

a) All classes d) Third class

b) First class c) Second class

Figure 7. Average time that ships spend in port

The t,s for simulation model (SM) is 15.036 hrs for all classes of ships in 2006. This is about 15% shorter than that
of SM, 17.799 h in 2005 and about 1.5% shorter than that of AM II, 15.245 hrs in 2006. For first class of ships, the
average time that ships spend in port is 10.380 hrs for AM II in 2006, about 0.6% shorter than SM, 10.441. This time is
15.232 hrs for second class of ships (AM II) in 2006, about 12% shorter than AM 1II in 2005. Finally, the tys for third
class of ships is 19.818 hrs (SM) in 2006, about 16% shorter than SM in 2005 or 2% shorter than AM 11, 20.270 h in
2006.

AC [$/ship] x 10° AC[$/ship]

16.0 5
AC [$/ship] x 10°
15.0 -
1401
1301

120 -

10.0 -

9 L
90 |
8 |- SM 80 b
.............. AM1 7.0
(L S— AMII 60
N N E S NN N R o
1 2 3 4 5 6 7 8 05 m s 20 25 30 35
QCs/berth Traffic intensity

Figure 8. AC for various QCs/berth Figure 10. AC for various n, and n¢

Figure 9. AC in function of @

Fig. 8 presents how additional QCs reduce the AC for each model in relation to all classes of ships. In curve SM,
the minimum cost per ship served decreases by about 7.5% in 2006 with respect to 2005. This decrease is about 7.5% in
2006 with respect to 2005 for curve AM I from Fig. 8. Finally, in curve AM II from Fig. 8, the minimum cost per ship
served decreases by about 8% in relation to 2005. Figure 9 compares the AC of different ship classes taken by SM, AM
I and AM II models at a PECT in 2005 and 2006. They graphically show the sensitivity of the AC to the various values
of @.In curve SM for all classes of ships in 2006, the minimum cost per ship served decreases by about 3.3% in 2006
with respect to 2005. However, the AC per first class of ships served decrease in 2006 by about 7% than the minimum
cost in 2005, see curve AM II. This decrease for second class of ships is about 2% in 2006 with respect to the minimum
cost in 2005 for curve AM II. Finally, in curve SM for third class of ships, the minimum cost per ship served decreases
by about 2.6% ($138,019) than the minimum cost in 2005 ($141,697). Fig. 10 shows the optimization function AC of
two variables Ny and n for constant value of €. These results correspond to those from Fig. 9. Still, even in Fig. 10, the
study offers similar results, i.e. the minimum average cost per ship served are $96,721 in relation to $96,721 from Fig. 9
— curve AM II for second class of ships. All results presented here are obtained by using the input data from Table 2.
Simulation testing was than carried out by using the GPSS/H. The solution procedure for AM was programmed using
the MATLAB.

5. CONCLUSIONS

Our results show that ships arrivals over time are needed as input data for the optimisation of the problem. In addition to
the arrival date and ships time in port, it also generates the number of lifts per ship. On the basis on a QC productivity,
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this number of lifts per ship can easily be converted into the average service time of ships needed at the berth.The
results presented here support the argument that the AC could be decreased by increasing number of QCs/ship and their
productivity. The attained agreement of the results obtained by using SM with corresponding values of real parameters
has also been used for validation and verification of applied AM. The correspondence between simulation and
analytical results completely shows the validity to the applied AM.

These results will emphasize the effects of terminal and traffic intensity, average time that ships spend in port,
numbers of QCs/berth, QC productivity and numbers of berths/terminal. These five parameters are keys to the analysis
of the whole container port efficiency and achievement of economies of scale. However, major improvements in port
productivity, quality of service and costs reduction can be achieved by joint optimizing these variables.
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Abstract: Benchmarking requires an effective methodology for finding the best performer, which entails an evaluation

of the relative efficiencies of competitors in terms of multiple input and output factors. To identify the best performer,

Data Envelopment Analysis (DEA) has been popularly used. However, the conventional DEA has some deficiencies with respect to

its use for benchmarking. First, benchmark targets derived from DEA analysis might be a hypothetical Decision Making Unit (DMU)
that does not actually exist. Second, the reference set of an inefficient DMU often has multiple efficient DMUs. Third, it might be

quite impossible for an inefficient DMU to achieve its target’s efficiency in a single step, especially when the target is far removed

from the DMU. To overcome these deficiencies of conventional DEA, we propose a new stepwise benchmarking method using

DEA, which enables inefficient DMUs to select the more appropriate benchmarking DMU based on the direction and similarity.

1. INTRODUCTION

Benchmark target selection has been recognized important factors for the inefficient organizations to improve its
efficiencies. And several studies on benchmarking target selection have been conducted in various fields such as public
administration (Ammons, 2002), production and design literature (Grupp, 1990), and business management (Tata et al,
2000). In general, a benchmarking process consists of three steps. The first step is identifying a company that is
acknowledged as the best performer and the second is setting benchmarking goals and the third is implementing the best
practices (Donthu et al., 2005). During the benchmarking procedure, an effective methodology for finding the best
performer is inevitably required, which entails evaluation of the relative efficiencies of competitors according to
multiple input and output factors. Therefore, identifying the best performer can be considered to be the most important
activity in the benchmarking process.

To identity a best performer, Data Envelopment Analysis (DEA), a methodology for measuring the relative efficiencies
among homogeneous Decision-Making Units (DMUSs), has been used (Ross and Droge, 2002). DEA accomplishes this task
by means of multiple inputs and outputs, yielding a reference target for an inefficient DMU along with the
corresponding efficiency gap (the degree to which that DMU must be improved so as to be rendered efficient). However,
the general use of DEA has certain limitations in aspects of benchmarking which are underlined below;

1) The reference target might be a hypothetical DMU that does not actually exist (it is difficult and indeed unrealistic to learn from
such a DMU).

2) An efficient DMU may have multiple benchmarks that it should utilize as possible targets for improvement. This
may pose a practical problem because it becomes difficult to simultaneously identify ‘best practices’ from a variety
of sources in improving the performance of an inefficient DMU.

3) For a large sample data, it is quite impossible for an inefficient DMU to achieve its target’s efficiency in a single step,
especially when that DMU is far from the benchmarking target DMU on efficient frontier.

In order to overcome these problems, various benchmarking method have been undertaken. The research objective of the
existing work is categorized into two area; benchmarking target selection and stepwise improvement.
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Typically, the work for benchmarking target selection includes models that enhance DEA flexibility in estimating
targets for relative inefficient DMUs. Thanassoulis and Dyson (1989) developed a DEA model that sets efficient
benchmarking targets for inefficient DMUSs. They point out that it would be desirable to take not only the nature of the
controllability of their inputs and outputs but also of the priorities of improving individual inputs and outputs into
account. Bogetoft and Hougaard (1999) introduced the potential improvement index. That efficiency index will guide
the selection of reference plans. Gonzales and Alvarez (2001) developed a model based on the input-contraction method
that computes the sum of input contractions required to reach the efficient subset of the production frontier.

The work for the stepwise improvement provides a stepwise path for improving the efficiency of each inefficient
DMU. Joe (2003) proposed a stratification method by iteratively generating the efficient frontiers. Alirezaee and
Afsharian (2007) proposed a layered efficiency evaluation model that provides a strategy by which an inefficient DMU
can move toward a better layer. However, this model lacks information on how to choose the reference DMU on each
layer. Shaneth et al. (2009) proposed a proximity-based target selection method to provide, using Self-Organizing Map
(SOM) and Reinforcement Learning, the optimal path to the most efficient frontier DMU by means of a minimal
efficiency gap. This method considers not the reference set of inefficient DMUs, but practical target DMUs based on
the similarity of input patterns for the benchmarking path. Park ef al. (2010) proposed a stratification benchmarking
path method that, with the benchmarking path provided, can reduce the distance between an inefficient DMU and an
efficient DMU by clustering DMUs based on input-similarity.

The existing works addressed here can be considered to more realistic and more effective than conventional DEA
approaches, because these overcome the limitations of conventional DEA in aspects of benchmarking and propose the
stepwise benchmarking DMU for each inefficient DMU based on the efficiency. There are many strategies and methods,
both actual and potential for selection of the next benchmarking DMU. However, the existing stepwise benchmarking
methods are still limited in that they consider only the efficiencies and do not consider various strategies such as
direction and similarity for rendering inefficient DMUs efficient.

In this paper, we propose a new stepwise benchmarking method using DEA, which enables inefficient DMU to select the
next step benchmarking DMU based on the improving direction and unit similarity to overcome the above mentioned deficiencies of
conventional DEA and stepwise benchmarking methods. Improving direction is employed to select the closest efficient DMU for the
next step benchmarking DMU, and unit similarity is utilized to select similar input-factor DMUs with Self-Organizing Map (SOM).
Additionally, an integrated benchmarking method combining improving direction and unit similarity for the selection of the next
stepwise benchmarking DMUs using DEA is discussed. As an application of the proposed method, benchmarking of East Asia
container terminal has been conducted. The structure of this paper is organized as follows. Sec